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The emerging threat of our time is climate change, and its effects on agriculture, water resources. The 

decrease of water resources and agricultural fields due to global warming, nutrient deficiency in 

humans spreads like an endemic. Considering that bread is the main nutrient resource of the larger 

population, waste of bread is an important issue. Use of preservative ingredients may delay spoiling of 

such an important nutrient, their effect on human health also causes discussions.  

Recent statistics show that waste of bread is increasing rapidly. This increase is first important for 

humanity and population, and also important for bread production companies. From local bakeries to 

corporate bread production, spoiled bread and stale bread amount is alarming. Local initiatives such as 

hanging bread help to reduce wasted or spoiled bread amount. However for corporate production of 

bread such initiatives are not suitable. In order to reduce wasted or spoiled amount of bread companies 

should predict future sales of customer efficiently. Then prediction of sales would create a positive 

backlash starting with logistics, production planning. 

In this study, Artificial Neural Network models are trained using historic data for making weekly sales 

predictions. By selecting the most precise ANN model we aim to reduce waste bread ratio which will 

lead to decrease in various operations costs and environmental costs. 

Keywords: Artificial Neural Network; Fast Moving Consumer Goods; Sales Planning 
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Researches in social and behavioral sciences use generally the data collected via questionnaires.  

Factor analysis is commonly chosen for analysis of these data. Factor scores from the factor analysis 

can be used in more advanced statistical methods. Multiple regression analysis can be conduct by 

factor scores. Least squares methods are widely used for parameter estimation in multiple linear 

regression. But, if there are outliers in factor scores taken as the dependent or independent variables, 

more resistant regression methods than the least squares can be preferred.  There are various robust 

methods coping with different type of outliers, such as M estimators resisting to outliers in y direction 

and bounded influence estimators resisting to outliers in x and y direction. In this study, we focused on 

some bounded influence estimators. We applied these estimators to a survey data and compared the 

results of the analysis of these estimators. 

Keywords: Outlier; Bounded Influence Estimator; Survey Data. 
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The investigation of the distributions for the processes of semi-Markov random process have an 

important value in the random process theory. There are number of works devoted to definition of the 

Laplace transforms for the distribution of the first passage of the zero-level. Some authors are used the 

asymptotic, factorization and etc. methods (see references [1], [2] and [5]). But other authors 

narrowing the class of distributions of walking are found the evident form for Laplace transforms for 

distributions and its main characteristics (see [3], [4]). 

The purpose of the present study is to find the Laplace transforms for Erlang distribution of the semi-

Markov random processes with positive tendency and negative jump. The first passage of the zero 

level of the semi-markov process with positive tendency and negative jumps will be included as a 

random variable. The Laplace transform for the distribution of this random variable is defined. 

Keywords: Semi-Markov Process; Laplace Transform; Erlang Distribution. 
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In this study, the effect of Bayesian approach to fuzzy hypothesis testing is compared. Especially; we 

focused on how choosing the type of prior distribution is affected the final decision of hypothesis. In 

the study, Gamma, Weibull, Normal, Exponential Jeffrey’s and Uniform distributions are employed as 

the prior distributions. In the study, the data are derived from Poisson and Exponential distributions 

based on the assumption that the distribution of the parameters related to these two distributions’ is 

assumed Gamma distribution. 

Employing the derived data, we performed simulation in order to measure performance of fuzzy 

Bayesian hypothesis test. We developed computer code in Python language. With aid of the code, we 

easily calculated fuzzy Bayesian probabilities. During simulation, we used optimization techniques in 

order to choose best suitable prior distribution to our data set. Using optimization in that phase helps 

us to eliminate main criticism about choosing prior distribution.  Moreover, adding fuzzy theory into 

Bayesian hypotheses testing process, we gain flexibility and find a kind of mathematical background 

to subjective nature of Bayesian approach. 

Actually; while we use Jeffrey’s as our prior distribution, we reach ordinary (frequentist) hypothesis 

testing results. Based on these results, we did sensitivity analysis of fuzzy Bayesian hypothesis testing 

results as well. We observed that if the sample size of the data is small; fuzzy Bayesian hypotheses 

testing produces good results compared with frequentist approach. However; this superiority 

disappears while the sample size of the data gets bigger and bigger.   

Keywords: Bayesian Hypotheses Test; Bayesian Approximation; Fuzzy Logic; Fuzzy Hypotheses; 

Prior Distributions. 

References     

[1] Taheri, S.M., & Behboodian, J. (2001). A Bayesian approach to fuzzy hypotheses testing, Fuzzy 

Sets and Systems, 123:39-48 

[2] Taheri, S.M., & Behboodian, J. (2002). Fuzzy hypotheses testing with fuzzy data: a Bayesian 

approach, 527-533pp, Advances in Soft Computing, Pal N.R. and Sugeno M. (Eds), AFFS2002, 

Springer, 535p 

[3] Berger, J.O., (1985). Statistical Decision Theory and Bayesian Analysis (2. Edition), Springer-

Verlag, 629p 

[4]  Zadeh, L.A. (1965). Fuzyy sets, Information and Control, 8(3):338-353pp (APA style) 

[5]  DeGroot, M.H. & Schervish, M.J., (2012). Probability and Statistics (4. Edition), Addison-Wesley, 

911p 

mailto:ridvantemizz@gmail.com
mailto:ali.mert@ege.edu.tr


 

6 
*Presenter 

[6]  Grzegorzweski, P., (2000). Testing statistical hypotheses with vague data, Fuzzy Sets and Systems, 

112:501-510 

[7] Taheri, S.M., & Behboodian, J. (2009). Testing fuzzy hypotheses based on fuzzy test statistic, Soft 

Computing, 13:617-625pp 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

7 
*Presenter 
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The paper deals with quasi-convex functions, Katugampola fractional integrals and Hermite-

Hadamard type integral inequalities. The main idea of this paper is to present new Hermite-Hadamard 

type inequalities for quasi-convex functions using Katugampola fractional integrals, Hölder inequality 

and the identities in [1]-[3]. 

Keywords: Quasi-Convex Function; Katugampola Fractional Integrals; Hermite-Hadamard 

Inequality. 
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In recent years, several control charts are developed to monitor quality of a process or product in terms 

of the relation between a response variable and explanatory variable(s) named as “profile”. The aim is 

to monitor the changes in profile over time. A profile can be modeled via many models like 

simple/multiple, linear/nonlinear regression, nonparametric regression, mixed models, wavelet 

models. In this study, we focus on simple linear profiles. There are different methods developed to 

monitor simple linear profiles in literature [1 – 4]. For a detailed discussion of profile monitoring, one 

can refer to [5]. The methods mostly assume that the in control parameter values are known in Phase II 

analysis and the error terms are normally distributed which are seen to be invalid in practice. 

Although, the properties of these charts are investigated under these assumptions, there are few studies 

available for investigating estimation effect under normality [6] and the effect of non-normality but 

with known parameter values [7]. Therefore there is a need to study the estimation effect under non-

normality. One of the prominent charts is the bivariate T2 control chart which is proposed by Kang and 

Albin [1]. This chart monitors the regression parameters of the simple linear profile jointly. In this 

study, the estimation effect on the performance of T2 control chart under non-normality is investigated. 

For this purpose, average run length (ARL) and run length standard deviation (SDRL) values are 

obtained by simulation when the error terms are distributed as student’s t with different degrees of 

freedom values. The results reveal that the performance of the T2 control chart is strongly affected 

from estimation. When the profile number used in estimation is small (i.e. m=10 or even m ≤ 30) 

under t distribution, SDRL values become too high which makes ARL values questionable. When 

SDRL values are high, using ARL as a performance measure would be unreliable, and the 

practitioners should be aware of this degradation in the chart performance. 

 

Keywords: Control Chart; Non-Normality; Profile Monitoring; Run Length. 
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For most of the studies it is required to identify the distribution of the data set or at least to 

characterize various aspects of the distribution. It is known that the first four moments are enough for 

most practical purposes [1]. Many studies show the necessity of the estimation of the skewness and 

kurtosis in addition to location and scale parameters, which are functions of the first four moments 

[2,3,4]. In this study we compared the performance of 4 different types of skewness and kurtosis 

estimators via a simulation study under standard normal, student’s t, log-normal and Weibull 

distributions for several sample sizes. We simulated the bias, variance and mean square error of the 

mentioned estimators of skewness and kurtosis. The results show that the traditional estimators of 

skewness and kurtosis depending on the sample moments of the distribution perform quite well for 

non-symmetric distributions such as log-normal and Weibull whereas it is surprising to observe that 

their efficiencies are quite low w.r.t. the other estimators of skewness and kurtosis for symmetric 

distributions such as standard normal and student’s t.              
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Censored data are encountered when some observations cannot be included in the study because of 

missing values or limitations such as time and cost [1]. There are many types of censoring such as 

Type I, Type II, random, interval, right, left and double censoring [2]. In some situations data are 

deliberately censored for robustness [3]. When the data are censored, it may be problematic to estimate 

the parameters of the underlying distribution [3]. In this study we derive the Modified Maximum 

Likelihood (MML) Estimators for Weibull distribution with Type I and Type II censored data from 

left and right [4]. We also conducted an extensive simulation study to observe the efficiency of the 

estimators. In the simulations we deliberately censored the data from left and right, and compared the 

results with the Maximum Likelihood (ML) estimators which use the full sample. By this way, we 

intend to observe the amount of efficiency loss in the estimation because of censoring. A real life data 

application is also given. The simulation results show that the efficiencies of the MML estimators 

using censored data are almost as high as the ML estimators using the whole sample. This shows the 

high efficiency of the MML estimators with censored data and they can also be used to robustify the 

estimators for a whole sample case. 

 

Keywords: Censoring; Weibull Distribution; Maximum Likelihood; Modified Maximum Likelihood. 
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Data mining is the process of exploring patterns which are hidden in databases. Customer sale 

information data can be easily used purposefully thanks to data mining. It is seen that using 

customer databases which are created especially in the sectors with a broad customer 

department for management goals has become quite essential. There are different techniques in 

data mining which are appropriate for data structure. Assosiation Rules, one of these techniques, 

is named as Market Basket Analysis when it is used in marketing sector in order to find out the 

co-sale relations of the products in shopping baskets. In this study it is aimed to discover the 

association of customers based on their shopping information with the help of Apriori algorithm 

which is commonly used in Market Basket Analysis. SPSS Clementine Programme has been 

used in the data analysis. The products which are purchased together have been determined 

according to the obtained results and in the light of this information, it has been presented that 

market managers may consider alternative ideas in market arrangements, shelf packing and 

determining promotional items.        

Keywords: Data Mining; Association; Market Basket Analysis, Customer 
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In this work, firstly, we established Hermite-Hadamard’s inequalities for harmonically convex 

functions via Katugampola fractional integrals. Then we give some Hermite-Hadamard type 

inequalities of these classes functions. 

Keywords:  Hermite-Hadamard Inequality; Riemann-Liouville Fractional Integrals; Katugampola 

Fractional Integrals. 
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In today’s economy, having an efficient and effective resource planning system is of critical 

importance for a company to be competitive, particularly for small and medium enterprises (SMEs) 

that are described as the backbone of our economy. Although there are various enterprise resource 

planning (ERP) programs used for this purpose, most of them are not preferred by SMEs due to their 

high prices or complexity. The aim of this study is to develop a user friendly, inexpensive and 

modifiable alternative enterprise resource planning system for a SME. The program is developed using 

Microsoft Excel and the implementation of it is carried out in a manufacturing company. At the outset, 

the needs and deficiencies of the company are observed and then the content of the program is 

determined. The program provides the company to have information on the followings; registration of 

orders; calculation of the raw material and work power required for the orders; creation of the master 

production plan; recording the company's production, consumption, supply and shipment movements 

and waste amounts. In addition, the company can create various reports based on the information they 

can obtain from the program. 

Keywords: Resource Planning; Small Medium Enterprise (SME); Manufacturing Planning And 

Control; Microsoft Excel. 
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In this paper we obtain the Hermite-Hadamard Inequality for 𝑀𝜑𝐴 strongly convex function. Using 

this 𝑀𝜑𝐴 strongly convex function we get the new theorem and corollary.  

Keywords: 𝑀𝜑𝐴 Strongly Convex Functions; Hermite-Hadamard Type Inequalities. 
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The outliers differ from the rest of the data. In many studies, the outliers are encountered and they are 

ignored because they violate the assumptions. With this deletion of observation with outliers in the 

data, the sample size is getting smaller and this cause decreases statistical power. Because of the  

reason, it is important to eliminate the problem of outliers. In survival analysis, outliers in data could 

lead to violation of proportional hazard assumption which is one of the most important assumptions of 

Cox regression and it leads to the emergence of inaccurate estimates. Because they have strong 

influence on the estimates of the parameters of model. For this reason, the presence of outliers in the 

data set is a big problem for the researchers. The aim of the study, the problem caused by outliers was 

transformed as an missing value problem and it was solved by missing data analysis method. As an 

application a real survival data was used in this study. Consequently, using the estimates obtained by 

missing data analysis method is suggested to solve the outliers problem. 

Keywords: Cox Regression Model; Outliers; Missing Value 
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Missing values are encountered in many researches. Data with missing values is a significant problem 

for researchers because traditional statistical methods and softwares assume that the data sets are 

complete. For this reason, the obstacle of missing values must be removed. Almost all statistical 

softwares are simply designed to delete any cases with missing values. This method is known as 

listwise deletion or complete case analysis. Informative priors can lead to some benifical properties in 

the missing data model. Particularly in cases with missing data, the parameters for the likelihood 

function may generally not be identifiable, even if the parameter is defined; very little information can 

be obtained from the data. Using Bayesian approaches with informative priors in cases with missing 

data can help to overcome these difficulties. The aim of this study is to determine the effect of 

informative priors for variables with missing value.  For this purpose, we use simulated data sets and a 

real data set. Consequently we propose that the missing data problem can be solved with Bayesian 

approach. 

Keywords: Cox Regression Model; Missing Value; Informative Priors. 
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Nowadays, determination of market demands and requirements by companies and accordingly making 

profit by satisfying consumers underlie the modern marketing approach. As a requirement of modern 

marketing, producers are obliged to develop customer-oriented mindset and ascertain customer needs 

and expectations instead of service-oriented mentality. The use of conjoint analysis in researches 

brings out how a full-featured service affects preference and therefore facilitates the decision-making 

process. Thus, customers are able to choose the most appropriate option from among a wide range of 

alternatives. Therefore, the implementation of this study has been carried out with the help of conjoint 

analysis, a multivariate statistical technique, which is frequently used in marketing research. SPSS 

Programme has been used in the data analysis. 22 choice cards have been created by means of  

orthogonal sequence and these cards have been presented to 250 people in a questionnaire form. The 

result of this analysis enables to conduct a prior market research on a new product by giving advice 

about  the  most preferred mobile phones and the ideal price range. 
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In this study, we investigate optimal pricing and ordering decisions based on different levels of risk 

aversity. By using E-VaR measure as an alternative to expectation operator, a one-parameter extension 

of the classical price-setting newsvendor model is obtained. For the additive demand model, 

a simulation study is conducted to compare optimal prices and orders of risk averse newsvendors with 

those of less prudent and risk taker ones. 

Keywords: Joint Pricing and Inventory Decisions; Newsvendor Model; Price Sensitive Stochastic 

Demand; Risk Measures; Risk Behaviors. 
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We aimed to assess the problem solving skills and attitudes of dental students towards biostatistics 

course. The study involved 90 first year dental undergraduate students enrolled in a two-credit 

mandatory biostatistics course in 2014-2015 at the Faculty of Dentistry, Ege University. Problem 

solving skills were evaluated according to Polya's problem solving stages. The answers that the 

students have given to the problems have been analyzed by the researchers. Each problem has been 

evaluated according to four basic steps: understanding the problem, choosing the strategy, the 

implementation of the selected strategy and the evaluation of the solution. Attitudes of the students 

were determined by using the nine point likert type scale which validity and reliability have already 

been studied. Reliability analysis for pretest and posttest was conducted and Cronbach Alpha 

coefficients for the points of total scale, and scale sub-dimensions were obtained. Shapiro-Wilk test 

was used to check the normality of the attitude scores. Since students are asked to fill out the attitude 

scale without taking personal information, unpaired t-test was used for comparing attitude scores of 

pretest and posttest. The Cronbach’s alpha coefficient was 0.67 and 0.68 for pretest and posttest, 

respectively. The students’ attitude points increased at the end of the year, comparing the pretest and 

posttest attitude scores, a statistically significant difference was existed (p=0.019). Findings have 

revealed that students have no difficulty in understanding the problem and choosing the strategy. 

However, students had some trouble with the implementation of the selected strategy and the 

evaluation of the solution. Consequently, the biostatistics course was positively affected the attitudes 

of the students, and problem solving skills of the students are effective. In conclusion, the biostatistics 

course in dentistry faculty is successfully instructed. 

Keywords: Dental Students; Biostatistics Course; Problem Solving Skills; Student Attitudes. 
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The main purpose of the present paper is to study integrability conditions by calculating the Nijenhuis 

Tensors of almost paracomplex structure F  on (1,1)Tensor Bundle. Later, we obtain the Lie 

derivatives applied to Sasakian metrics with respect to the horizontal and vertical lifts of vector and 

kovector fields, respectively. Finally, we get the results of Tachibana and Vishnevskii operators 

applied to horizontal and vertical lifts according to structure F  on (1,1)Tensor Bundle 
1

1 ( ).T M  

Keywords: Integrability Conditions; Sasaki Metrics; Tachibana Operators; Almost Paracomplex 

Structure; (1,1)-Tensor. 
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In this paper, we define the modified Riemannian extension 
,cg

 in the cotangent bundle 
*T M , 

which is completely determined by its action on vector fields of type 
HX  and 

V . Later, we obtain 

the covarient and Lie derivatives applied to the modified Riemannian extension with respect to the 

horizontal and vertical lifts of vector and kovector fields, respectively. 

Keywords: Covarient Derivative; Lie Derivative; Modified Riemannian Extension; Horizontal Lift; 

Vertical Lift. 
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In this paper firstly, some properties were given about metallic Riemannian structure on (1,1) tensor 

bundle. Secondly, the Tachibana and Vishnevskii operators were applied to vertical and horizontal 

lifts with respect to the metallic Riemannian structure on (1,1) tensor bundle, respectively.  

Keywords: Metallic Riemannian Structure; (1,1)Tensor Bundle; Tachibana Operators; Vishnevskii 

Operators; Horizontal Lift; Vertical Lift. 
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In recent years , great importance is attached to the assessment of performance of decision making 

units  in all around the world. There exist some alternative ways of this evaluation. They can 

investigate under two titles: Subjective and Objective methods. There exist some alternative ways of 

this evaluation. They can be investigated under two titles: Subjective and Objective methods. Three of 

objective methods are Data Envelopment Analysis (DEA), Common Set of Weight (CSW) and 

Stochastic Frontier Analysis (SFA). Every one of them has strong and weak sides. In this study these 

strong and weak sides will be described.  As an example DEA assign maximum/Minimum 

performance scores to the DMUs due to output and input oriented methods respectively. However, it 

evaluates the evaluation criteria with different weight points for each DMU. Some DMUs may 

disapproval to these different weights of criterias. At this point the CSWs can be presented as a 

solution method. Yes CSW method ranks all DMUs. But it has some  defects:  

1- How many of DMUs are efficient and 2- How it will compute  excesses of inputs and shortfalls of 

outputs of every DMU for becoming as an efficient DMU. The strong side of DEA is to allow 

calculation of excesses of inputs and shortfalls of outputs of every DMU. Et cetera. 

Keywords: Performance, Data Envelopment Analysis, Common Set Of Weights. Stochastic Frontier 

Analysis 
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Let 𝐾 be a skew field and 𝐾𝑚𝑥𝑚 be the set of all 𝑚𝑥𝑚 matrices over 𝐾.  The purpose of this paper is 

to give some necessary and sufficient conditions for the existence and some expressions of the group 

inverse of the block matrix  𝑀 = [
𝐴 𝐵
𝐶 𝐷

] ∈ 𝐾𝑚𝑥𝑚  (𝐴 is square) under some conditions, where  𝑀 be 

a square block matrix with an invertible subblock.  

Key words: Skew Field; Block Partititoned Matrix; Group Inverse; Invertible  Subblock;  Drazin 

Inverse.   
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In this work we introduce the m²(M,φ)- class of double sequences related to p-absolute convergent 

double sequence space. We study some properties like solidity, simetricity of m²(M,φ) and obtain 

some inclusion relations involved m²(M,φ). 

Keywords: Double Sequence; Orlicz Function; Simetricity; Solidity. 
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The propagation of surface waves in elastic structures under the action of moving loads is an active 

area of research. It has received significant attention due to its applicability in modern engineering 

application ranging from dynamic response of bridges to dynamic loading of thin coatings, see [1], [2]. 

Usually these problems have been modelled using a two-dimensional (2D) setting. However, real life 

problems including problems of tribology of coated solids, require modelling and analysis of problems 

in a three-dimensional (3D) framework.  Most of the works dealing with 3D problems either employ a 

numerical approach or leave the obtained solutions in integral forms both of which do not immediately 

yield to further physical analysis, see [3]. We study the problem using asymptotic approximation, 

namely the method introduced by Kaplunov et al. [4], that reduces the 3D problem to a pair of 2D 

plain problems. 

 An analysis of the distributed moving load along the surface of a coated half-space is presented. The 

formulation of the problem depends on the hyperbolic-elliptic asymptotic model developed earlier by 

the authors. The problem is scaled with respect to the thickness of the coating as well as the load 

speed, being closer to the surface wave speed. The integral solution of the longitudinal and transverse 

displacements along the surface for the sub and super-Rayleigh cases are obtained by using the 

uniform stationary phase method. Numerical comparisons of the exact and asymptotic solutions of the 

longitudinal displacement are illustrated for the certain cross-sections of the profile. 

Keywords: 3D Elasticity; Asymptotic Model; Moving Load; Surface Wave; Thin Layer. 
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A new modification of ranked set sampling (RSS) is investigated to estimate the mean of the study 

population. This modified approach is a double-stage approach and a kind of combination between 

RSS and median RSS (MRSS). It is shown that this new modification is more efficient than of RSS, 

MRSS, and simple random sampling. The Hellinger distance is used to show that the new approach is 

more practical than any other double-stage RSS. 

Keywords: Efficiency; Hellinger Distance; Median; Practicality; Ranked Set Sampling. 
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In this paper, we give new definitons related to Katugampola fractional integral for two variables 

functions. We are interested to give the Hermite--Hadamard inequality for a rectangle in plane via 

convex functions on co-ordinates involving Katugampola fractional integral. 

Keywords: Convex Function; Co-Ordinated Convex Function; Hermite-Hadamard Inequalities; 

Katugampola Fractional Integral. 
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Academic timetabling problems a class of NP-Hard type problem which cannot be solved in 

polynomial time. In literature, these problems are studied under two different main topics which are 

curriculum and post-enrollment based timetabling problems. In this paper, timetabling procedure of 

Atatürk University Engineering Faculty which is a curriculum based timetabling problem is analyzed. 

The problem which is handled in this paper is not only a lean lecture assigning problem but also 

including several constraints related to lecture given departments and classes (student groups). In this 

study a hierarchical mathematical modelling approach is proposed to optimize seven objectives. 2015-

2016 spring term real life data of engineering faculty of Atatürk University is used to test proposed 

approach and timetables obtained from proposed approach is compared with timetables generated by 

coordinators with hand in terms of seven objectives. 

Keywords: Academic Time Tabling Problem; Integer Programming 
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Power of the test and type 1 error rate are the most common criteria for comparing the performance of 

the statistical methods in hypotheses testing. Researchers have many methods available, the most well 

known approach that they choose one with the highest power when type 1 error rates are close to each 

other. However, this is not always possible because type 1 error rates of the methods might be 

different. Zhang and Boos proposed adjusted power estimate to cope with this problem. The critical 

test value is recalculated to obtain the nominal level with bootstrap samples in this estimation method. 

By this way, type 1 error rate of the methods become equal among themselves and comparison can be 

made by power of the test. When the number of methods increase, calculation of the adjusted power is 

getting harder. In this study, a new performance criterion is proposed. In proposed criterion, we 

penalized the power with respect to degree of deviation from the nominal level of the type 1 error rate. 

There is no recalculation of the critical test value so it can be calculated easily. Since the proposed 

criterion use both power of the test and type 1 error rate, it can be used as an adequate measure. 

Comparisons with Zhang and Boos’s method are given in simulation part of the study. 

Keywords: Power Of The Test; Type 1 Error Rate; Adjusted Power; Size Corrected Power; Size 

Adjusted Power. 
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In this paper, permutation test of comparing two-independent samples in terms of some measure of 

location is investigated in the context of extreme ranked set sampling. Three test statistics are 

proposed. The statistical power of these new test statistics are evaluated numerically. The results are 

compared with the statistical power of the classical independent two-sample t-test and the usual two-

sample permutation test under simple random sampling. 

 

Keywords: Permutation Test; Extreme Ranked Set Sampling; Power Level; Type I Error Probability. 
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The four operations problem is an intelligence game which is tried to reach target number by applying 

four operations between given numbers. This game first started broadcasting in 1972 on French 

television titles "des chiffres et des lettres". Later, it appeared on British television with the name 

"countdown" in 1982. In addition, it is called as "bir kelime bir işlem" in Turkey.  

The countdown game is played six numbers. Five of these numbers are randomly selected from 1 to 9, 

and another is randomly selected from the cluster {25, 50, 75, 100}. The contestants try to reach a 

randomly selected target number (from 101 to 999) using the basic arithmetic operations (+ − ∗ /), 

applied to six numbers. The selected six numbers can only be used once and the result of each 

operation performed with them once. When performing this operation, operators can be used as many 

times as desired, provided that each number issued can be used once. 

In this problem, finding possible of all four operations combinations include operation blocks 

consisting of two numbers and an operator. These blocks are generated by using the intersection of 

three different clusters. Therefore, a new tree structure, called as "Type-2 Tree", has been improved to 

model this intersection, accurately. The deterministic search methods (depth-first and breadth-first 

searches) are performed on the Type-2 tree structure. The operation blocks are stored as strings in 

order to keep the Type-2 tree structure in conventional data structures. Different conversions have been 

applied to process the operation blocks in string structure. 

Simulation studies were performed to test the performance of the proposed algorithm for the  

four-operations combination problem. The simulation parameters are randomly selected from 1 to 9 

and the average calculation times are obtained according to the amount of selected number (𝑛). The 

computational complexity was calculated theoretically according to the parameter 𝑛 and compared 

with the computation time. 

Keywords: Combination; Four Operations; Type-2 Tree Structure; Operation Block. 
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In this paper, firstly we define a new class of functions for continuous functions of selfadjoint 

operators, i.e. operator P-preinvex function. Secondly, we research some properties of this class. 

Finally we obtain new inequalities via Hermite-Hadamard Type for operator P-preinvex function. 

Keywords: Invex Set; Preinvex Function; Hilbert Space; Operator Preinvex Function; Operator P-

Preinvex Function. 
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In this paper, firstly we define a new class of functions for continuous functions of selfadjoint 

operators, i.e. operator Q-preinvex function. Secondly, we research some properties of this class. 

Finally we obtain new inequalities via Hermite-Hadamard Type for operator Q-preinvex function. 

Keywords: Invex Set; Preinvex Function; Hilbert Space; Operator Preinvex Function; Operator Q-

Preinvex Function. 
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Modeling complex biological network is one of the interesting topics in systems biology. Because the 

mathematical description of these complex systems enables us to better understand the actual 

activation of the networks and produce drug targets towards systems diseases. Hereby, there are a 

number of modeling approaches which represent the steady-state activation of these networks. In this 

study, we compare the performance of frequentist and Bayesian inference methods which are used for 

the Gaussian graphical models [1]. In the analyses, we apply the reversible jump Markov chain Monte 

Carlo method [2] and the Gibbs sampling [3] to estimate the structure of the system under the 

Bayesian settings. On the other hand, as the frequentist approach to infer the model parameters, we 

perform the modified maximum likelihood estimators [4], which have explicit expressions, and the 

graphical lasso, i.e., glasso, estimators [5], which are derived from the penalized likelihood 

expressions and are obtained via iterative methods. We evaluate the performance of all these 

estimators via real and simulated datasets and compute the accuracies of the estimates.  

Acknowledgement: The author would like to thank the research project of the Middle East Technical 

University (Project no: BAP-01-09-2017-002) for their support. 
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In many animal researches mostly two way cross-tabulated data were evaluated by calculating a 

simple chi-squared test to see if the whole table deviated from the expected pattern. Such approaches 

to multiway frequency tables are mostly dissatisfying.  Configural frequency analysis a general 

multipurpose tool and revolutionizes how we examine the cross-tabulation of two or more count 

variables (1). CFA is a useful inferential tool used to evaluate the expected configural patterns in two-

way to multiway cross tabulations of frequencies. The results are possible types/antitypes depending 

on whether the observed cell frequencies are significantly lower/higher with respect to the base model 

(2).  

One of the goals of this study is to put into practice the application of configural frequency analysis 

technique to investigate local associations for animal research count data which was exemplified by 

cause of mortality of calves. The mortality data were not very well recorded in in Turkish cattle 

farming systems. Because of the difficulties of obtaining such risk data for calves’ mortality (3), we 

used simulated data to evaluate the implementation of configural frequency analysis in calves’ 

mortality. We have seen that it is very powerful technique to investigate local configural associations, 

and CFA analysis approaches must be evaluated for animal researches in the future researches to 

evaluate local relations.  

Keywords:  Local Associations; Configural Frequency Analysis; Count Data Analysis; Animal Data 

Analysis. 
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This paper discusses the asymmetry and bimodality at the same time for distributions. The asymmetric 

distributions are proposed by means of an asymmetrization from symmetric probability density 

function. Many asymmetric bimodal distributions have been considered. Examining asymmetry and 

bimodality at same time is few and there is a deficiency of the proposed distributions.  The main role 

in statistical inference is the determining of the fitting competence of the considered distributions. To 

test the fitting competence, many goodness of fit tests (GOFTs) have been proposed. Some of these 

tools are required to have an explicit form of cumulative distribution function (CDF). The CDFs of the 

proposed distributions  are not in an explicit form, which makes a computational issue while getting 

the values of  GOFTs. However, we need to have an evaluation that is free from a computational error. 

In this study, the aim is to propose a general class for the distributions harmonized with asymmetry 

and bimodality together and also we will have CDF to use the GOFTs. Thus, the proposed 

distributions have a property on checking their modeling competence via GOFTs.  The examples from 

real data are provided. The previously proposed distributions are compared with the general class via 

these examples. 

Keywords: Asymmetric Bimodal; Distributions; Modeling; Goodness Of Fit Test. 
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The quantitative values of geometrical objects that are in irregular forms, such as tumour, blood filled 

in brain or a part of body, are important to set a decision about the neurosurgical procedures, the 

pathological treatments, etc. Stereology from probabilistic geometry is used to get the quantitative 

results from these objects. The probes, such as lines, a regular grid on geometrical objects are used to 

construct a sampling version of an object. The different designs can be constructed by means of 

different probes. In one dimensional systematic sampling, the forms of geometrical objects and a 

design used affect the performance of variance approximation formula based on covariogram model 

proposed by Matheron intuitively.  In this study, we examine the covariogram model for the different 

covariogram functions. In addition to, we construct the confidence interval for the estimated value of 

the object. We observed that the covariogram model cannot fit all kind of covariogram functions 

constructed via one-dimensional systematic sampling principle (real line and circular). The proposed 

coefficient of confidence interval helps us to construct a narrowed interval for the estimated value of  

object if the variance approximation formula based on the covariogram model gives the best fitting on 

the different covariogram functions.  

Keywords: Stereology; Systematic Sampling; Modeling; Inference. 

References     

 [1] Cruz-Orive, L.M. (1989). On the Precision of Systematic Sampling: A Review of Matheron’s 

Transitive Methods. J. Microsc., 153, 315–333. 

 [2] Çankaya, M.N. (2016). Propositions for Confidence Interval in Systematic Sampling on Real Line. 

Entropy, 18, 352. 

[3] García-Fiñana, M.; Cruz-Orive, L.M. (2004). Improved Variance Prediction for Systematic 

Sampling on R. Statistics, 38, 243–272. 

[4] García-Fiñana, M. (2006). Confidence intervals in Cavalieri Sampling. J. Microsc., 222, 146–157. 

[5]  Gundersen, H.J.G.; Jensen, E.B. (1987). The Efficiency of Systematic Sampling in Stereology and 

its Prediction. J. Microsc., 147, 229–263. 

 

 

 

 

 

 

 

 

  



 

45 
*Presenter 

CONTROL OF UNMANNED GROUND VEHICLES ON TIME SCALES 

 

Özkan ÖZTÜRK1* 
1Department of Mathematics and Statistics, Missouri University of Science and Technology, Rolla, 

MO, USA 

and 

Department of Mathematics, Giresun University, Giresun, Turkey 

ozturko@mst.edu 

Elvan AKIN2 
2Department of Mathematics and Statistics, Missouri University of Science and Technology, Rolla, 

MO, USA 

akine@mst.edu 

Hacı M. GÜZEY3 
3Electrical and Electronical Engineering, Erzurum Technical University, Erzurum, Turkey 

hacimehmetguzey@gmail.com 

 

In this paper, we study the control of unmanned mobile robots which are modeled by three-

dimensional systems of first order dynamic equations on time scales. A time scale, denoted by 𝕋, is a 

nonempty closed subset of real numbers, see [1-2]. The stability theory on time scales has been taken 

too much attention recently, see [4]. Our goal is to show the asymptotic stability of the zero solution 

(equilibrium point) of the system on all time scales including the continuous case, see [3]. The basic 

approach includes the Lyapunov Stability and the La Salle Invariance principle. Examples and 

simulation results are also given in order to validate our theoretical claims.  

Keywords: Stability; Stability On Time Scales; Lyapunov; Invariance Principle. 
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Structural Equation Model (SEM) is used by scientists working in many fields such as sociology, 

psychology, economics, engineering, medicine and statistics. It is one of the multivariate statistical 

methods that define the causal relationships between observed and unobserved variables with a model 

and based on a theory. Sem, which can be called as a research method alone is a powerful statistical 

technique that combines statistical techniques such as variance analysis, regression analysis and factor 

analysis. Bollen begin by identifying three components present in today's general structural equation 

models: (1) path analysis, (2) the conceptual synthesis of latent variable and measurement models, and 

(3) general estimation procedures [1]. 

Some of the behaviors and decisions of human beings cannot be defined as exact true. To measure the 

relations among variables, SEM applications by the help of fuzzy logic can give much meaningful 

results. The direct and indirect effects of human behaviors may be defined much truly via fuzzy logic. 

In this study the relations among the variables which effect the Wikipedia users perceptions about 

quality and benefit are analyzed via fuzzy structural equation modeling by using Technology 

Acceptance Model (TAM). The results of the study showed that some of the coefficients of the 

structural equation model which is applied by no fuzzy data set are statistically nonsignificant however 

when the data set became fuzzy via triangular membership function, all the coefficients became 

significant. Finally it can be one of the indicator that if there will be a study about modeling the 

attitudes and behaviors of the human beings, fuzzy techniques may give better results. 

Keywords: Fuzzy Logic; Structural Equation Modeling; Technology Acceptance Model. 
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In this paper, we study almost  cosymplectic manifolds with M projective curvature tensor and 

we obtain the relation between different curvature tensors. 

Keywords: First Keyword; Second Keyword; Third Keyword; Fourth Keyword. 
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This study presents an efficient approach that ensures an accurate classification of 

Electroencephalogram (EEG) signals for detection of epileptic seizures. Essentially, this approach is 

based on discrete wavelet transforms (DWT’s), Principal Component Analysis (PCA) and multivariate 

logistic regression (MLR). While DWT’s and PCA provide feature extraction and reduction processes, 

respectively; MLR is used to classify EEG signals in respect of cases of subjects. In order to improve 

the accuracy ratios at the classification process, the proposed algorithm utilizes the specific levels of 

DWT’s for different bandwidths in EEG signals. To control complexity, the features obtained from 

DWT’s are reduced by PCA bringing out orthogonal variables called as principal components. Lastly, 

MLR classifies EEG signals using these reduced features. In analysis, the proposed procedure is 

applied to a benchmark data set related to epileptic seizures. As a result, the proposed algorithm 

ensures better performances than the other approaches in the literature in context of detection of 

epileptic seizures. In addition, this approach allows estimating more reliable and robust models in 

terms of reliability and complexity. 

Keywords: Epileptic Seizures; Discrete Wavelet Transform; Principal Component Analysis; 

Multivariate Logistic Regression. 
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In this paper firstly, operators were applied to vertical and horizontal lifts with respect to the diagonal 

lift 
D  of tensor fields of type (1,1)  from manifold to its tensor bundle of type ( , )p q along the cross-

section, respectively. Secondly, we get the conditions of almost holomorfic vector field with respect to 

D on ( ).p

qT M  

Keywords: Cross-Section; Tachibana Operators; Vishnevskii Operators; Diagonal Lift; Horizontal 

Lift; Vertical Lift. 
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Air pollution has an adverse effect on societies. Despite many preventive measures, increased air 

pollution has become one of the most important and dangerous problem in the world. There are many 

factors that are directly related to the air pollution such as factories, chemical wastes and motor 

vehicles. The purpose of this study is to examine the factors affecting air pollution by clustered panel 

data analysis. In line with this purpose, a panel data set was designed for 28 countries over the period 

2007-2013 from Eurostat in which air pollution is taken as dependent variable, the others such as 

industrial production, greenhouse gas emissions, waste disposal, investment in the environment and 

European Union membership are taken independent variables. Using the Gower distance, the panel 

data set is clustered by Wards method and the countries are homogeneously divided into 3 clusters. 

Cross sectional dependence, heteroscedasticity and autocorrelation assumptions were tested for each 

cluster and the deviations from assumptions are seen. For this reason, Parks-Kmenta (GEKK), Beck-

Katz (PCSE) and Driscoll-Kraay estimators, which are robust methods for the deviations from the 

assumptions, have been applied for parameter estimation by using Stata program. The results of 

analysis showed that air pollution is effected by different factors in each cluster. As a conclusion, it 

can be said that applying cluster analysis before panel data analysis causes more accurate results. 

Keywords: Panel Data; Cluster Analysis; Air Pollution. 
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In this paper we prove some extensions of the theorem of Ambrose (or Myers) on the complete 

Riemannian manifolds. We observe that the problem of finding conditions on the Ricci curvature to 

ensure the compactness of manifold is reduced to the problem of finding the proper oscillation 

conditions of second order linear differential equations. The proof of theorems is based on the Riccati 

comparison theorem and some related oscillation conditions.  

Keywords: Oscillation; Riccati Comparison Theorem; Ricci Tensor. 
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In this paper, Firstly we define a new class of inequality, namely, operator h-preinvex function. 

Secondly, we give some properties of this class. Finally we obtain new inequalities via Hermite-

Hadamard Type for operator h-preinvex function. 

Keywords: Hermite-Hadamard Type Inequality, Hilbert Space, Operator H-Preinvex Function. 
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In this paper, Firstly we define a new class of inequality, namely, operator m-preinvex function. 

Secondly, we give some properties of this class. Finally we obtain new inequalities via Hermite-

Hadamard Type for operator m-preinvex function. 
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Ranked Set Sampling (RSS) can be used when it is very difficult or expensive to measure the 

sampling units but they can easily be ranked. The original form of RSS was designed by McIntytre 

(1952) to estimate pasture yields. The technique has also many different applications in many fields 

such as medicine, ecology and environmental studies. 

For statistical inference about parameters under RSS, distributional information of the statistics is 

generally quite difficult to obtain. When a large sample is used, some asymptotic techniques can be 

utilized to obtain distributional information. However, since RSS is a technique that uses small sample 

sizes, asymptotic techniques are not valid for RSS in most of the cases. To obtain distributional 

information of the statistics under RSS, some resampling techniques such as Bootstrap can be used 

instead of asymptotic techniques. Bootstrap, first introduced by Efron in 1979, is a statistical method 

that is especially useful when the sample size is small. It is a commonly used method for hypothesis 

test and confidence interval for parameters. 

Modarres et al. (2006) studied Bootstrap technique under RSS and proposed three different sampling 

techniques with it for the confidence interval of the population mean. Since especially one of this 

echniques is not valid in almost every considered problem [5], the other two resampling techniques 

suggested by Modarres et al. (2006) were adapted for the hypothesis test of two population means 

difference in this study. A simulation study was conducted to obtain type I error rates and the power of 

tests for the difference of two population means under different set and cycle sizes using different type 

of distributions. 

Keywords: Ranked Set Sampling;  Bootstrap;  Type I Error Rates. 
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Traditionally, the role played by loss functions is fundamental in every quality engineering and 

management approach. In statistics, a loss function represents the monetary loss associated with 

deviations of quality characteristic from the target. Poorly operated manufacturing facilities and poorly 

designed products result in major incidents involving financial and social losses. A loss includes both 

company costs such as rework, repair, scrap and administrative costs, and any loss to the customer 

through unsatisfactory product performance and customer service. The whole concept of ‘loss’ usually 

refers to the ‘loss to society’. Quality loss function is a method of measuring losses that are incurred 

due to not perfect, however compliant production.  

A loss function can takes many different forms, i.e., may be a symmetric or asymmetric shape. And, 

different kinds of loss functions have different ability to measure the process loss.  This paper takes 

into account the loss functions and investigates the behavioral patterns of them. Additionally, the 

common loss functions and their abilities will be discussed with graphical representations. Especially, 

for the asymmetric loss functions, the importance of the location of the target of a given process is 

investigated using the new two asymmetric loss functions.  

This study tries to give the answer of the question “To achieve the correct loss, what should be 

considered?” with actual examples and graphical representations. Therefore, this study offers a useful 

reference to practitioners in terms of providing more engineering understanding about the process. 
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In this study, we introduce a nonparametric test of independence between random variables for 

Archimedean Copula family. The test is based on Cramer-Von–Mises distance of Kendall’s 

dependence function (K(t)) of Archimedean copula by Bernstein polynomial approximation. The 

performance of the test is investigated by Monte Carlo simulation study. We also investigate the 

power and the size of the test statistic and compare the results with the classical empirical estimator of 

K(t). 

Keywords: Copula; Archimedean; Kendall Tau; Bernstein Polynomial. 
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In this paper, we introduce timelike Mannheim B-pair in the Minkowski 3- space using the type-2 

Bishop frame. The relations between the type-2 Bishop vectors and Frenet vectors of these curves are 

given. Also, we give some new theorems related to be the timelike Mannheim B-pair. 
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In this study, some New General Hermite-Hadamard and Bullen Type Inequalities for Lipschitzian 

Functions via Riemann-Liouville Fractional Integral are obtained. In these inequalities by taking some 

special values, some new Ostrowski and Simpson type inequalities which are given in literature are 

reached. 

Keywords: Hermite-Hadamard Type Inequality; Bullen Type Inequality; Riemann-Liouville   

Fractional Integral; Convexity;  Harmonically Convexity 
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Today every university has a website to endorse their programs and encourage students around the 

world to join one of their faculties. However, universities give much priority to the functionality and 

usability of their websites and they give less attention to meet user’s demand for visually attractive 

websites that satisfy student’s emotions. 

The paper proposes Factor Analysis, PLS regression Statistical methods and Kansei Engineering to 

identify items and categories of website design that are emotionally appealing to 18 - 37 age students 

in Turkey universities. 22 Kansei words and 9 sample websites of Turkey universities are selected to 

investigate. A 5-point semantic differential scale is used to evaluate the relationship between website 

elements and KW.  

Using the Kaiser’s criteria of eigenvalues greater than or equal to 1, the first two factors have 

eigenvalues greater than 1. Factor 1 explains 91.65% of the total variability of the data, which 

represents the majority of the main factor contribution and have the dominant effect of Kansei words. 

Factor 2 explains 4.84% of the data and has the second largest contribution, that means, the first two 

factors only explain 96.49% of total variability of the data. 

In addition, using PLS regression we found that websites with White header color, logo on the left side 

of the page, and have a large font title are most attractive on student’s Kansei towards university 

websites. We picked websites 1, 4, and 6, which have these categories that highly influenced student’s 

Kansei.  

Keywords: Factor Analysis; PLS Regression; Kansei Engineering; Visual Design; Kansei Words.  
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In traditional statistics, it is assumed that the number of samples which are available for study is more 

than number of variables. Nowadays, in many fields, while the number of samples expressed in tens or 

hundreds, the single observation may have thousands even millions dimensions. The classical 

statistical techniques are not designed to be able to cope with this kind of data sets. Many of 

multivariate statistical techniques such as principal component analysis, factor analysis, classification, 

cluster analysis and the prediction of regression coefficients need estimation of the sample variance-

covariance matrix or its inverse. When the number of observations is much smaller than the number of 

features (or variables), the usual sample covariance matrix degenerates and it can not be inverted. This 

is one of the biggest encountered obstacle into the classical statistical methods. To remedy the 

manifestation of the singular covariance matrices in high dimensional data, Hybrid Covariance 

Estimators (HCE) has been developed by Pamukcu et al.(2015). HCE has overcome the singularity 

problem of the covariance matrix and, thus, the multivariate statistical analysis for high dimensional 

data sets has been made possible. One of the most important process in statistical analysis using HCE 

is to select an appropriate covariance structure for the data set since HCE can in fact be obtained with 

many different covariance structures. It can be selected by using the information criteria such as 

Akaike Information Criterion and Information Complexity Criteria which are well known as model 

selection criteria. The purpose of this study is to introduce a new regression model with HCE using 

genetic algorithm with model selection criteria as a fitness function for n<<p undersized high 

dimensional data and compare the results with classical regression analysis.  

“This work was supported by Scientific Research Projects Coordination Unit of Firat University. Project number: FF.17.02” 

Keywords: Hybrid Covariance Estimator (Hce); Hybrid Regression Model (Hrm); Information 

Complexity (Icomp); Genetic Algorithm 
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The advent of next generation sequencing (NGS) has permitted monitoring the expression levels of 

thousands of genes at once. Gene co-expression network (GCN) analysis is a commonly used 

technique in bioinformatics for uncovering the hidden patterns and associations in high-throughput 

gene expression data sets. NGS based studies usually consists of small number of observations and 

large number of variables, and identification of complex interactions among genes and their products 

through GCN requires simple, realistic, informative and inexpensive method. In these cases, Partial 

Least Squares Regression (PLSR) method is the simplest and one of the most commonly used 

approaches. PLSR method, unlike the classical regression method, is handy even the investigated data 

have noise, missing values and multi collinearity in both independent and dependent variables. Herein, 

we present an application of PLSR method to construct GCN of the developing mouse brain. The data 

set was collected from the Encyclopedia of DNA Elements (ENCODE) public database, and the GCNs 

for different parts of developing brain, including fore-, mid- and hindbrain were successfully created 

and putative gene-gene interactions studied.   
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A standard classical meta-analysis comprise a series of studies to estimate effect size. The effect size, 

a value which reflects the magnitude of effect or the strength of a relationship between two variables. 

To perform a meta-analysis, an effect size and variance for each study and the weighted average of 

these effect sizes are computed, respectively. Fixed-effect and random-effect model are the main two 

statistical models used in meta-analysis. Under the fixed-effect model the effect size is assumed to be 

same for all studies and all differences in observed effects are due to sampling error. By contrast, 

under the random-effects model true effect could be change from study to study [1]. The effect size 

and heterogeneity are the two main parameters in a meta-analysis.  

In the Bayesian approach, all unknown parameters are treated as random variables, and these have a 

joint probability distribution specified prior to observation data [2]. Besides direct probability 

statements on different scales and predictions, the conflict between fixed- and random-effects meta-

analysis are handled by Bayesian approach [3].  

Bayesian and classical meta-analysis applied to Toy et al. (2011) data to determine Hepatitis B 

prevalence in Turkey [4]. As a result of the analysis, the Bayesian approach is given a narrower 

confidence interval than the classical approach. Hence, more accurate prevalence estimates are derived 

from the Bayesian approach. 

Keywords: Meta-Analysis; Bayesian Approach; Prevalence; Prevalence Hepatitis B. 

References  

[1] Borenstein, M., Hedges, L.V., Higgins, J.P.T., & Rothstein, H.R. (2009). Introduction to meta-

analysis. John Wiley & Sons. 

[2] Whitehead, A. (2002). Meta-analysis of controlled clinical trails. John Wiley & Sons. 

[3] Spiegelhalter, D. J., Abrams, K. R., & Myles, J. P. (2004). Bayesian approaches to clinical trials 

and health-care evaluation. John Wiley & Sons. 

[4] Toy, M., Onder, F. O., Wörmann, T., Bozdayi, A. M., Schalm, S. W., Borsboom, G. J., Rosmalen, 

J., Richardus, J. H., & Yurdaydin, C. (2011). Age- and region-specific hepatitis B prevalence in 

Turkey estimated using generalized linear mixed models: a systematic review. BMC Infectious 

Diseases, 11(337), 1-12. 

  

 

 

 

 

 



 

68 
*Presenter 

ASYMMETRIC RELATIONSHIP BETWEEN EXCHANGE RATE VOLATILITY 

AND STOCK MARKET INDEX VOLATILITY 

 

Nebiye YAMAK1 
1 Faculty of Economics and Administrative Sciences, The Department of Economics, Karadeniz 

Technical University, Trabzon, Turkey  

 nyamak@ktu.edu.tr  

  

Fatma KOLCU2 
2Beşikdüzü Vocational Junior College, The Department of Management and Organization, Karadeniz 

Technical University, Trabzon, Turkey  

fkolcu@ktu.edu.tr  

 

Filiz KÖYEL3* 
3 Faculty of Economics and Administrative Sciences, The Department of Economics, Karadeniz 

Technical University, Trabzon, Turkey 

  filiz_gurel_1990@hotmail.com  

 

In the literature of economics, there are two approaches for the relationship between exchange rates 

and stock prices: traditional and portfolio balance approaches. According to traditional approach, there 

is a one-way causality from exchange rates to stock prices. In the portfolio balance, there is also a one-

way causality but from stock prices to exchange rates. In the empirical literature, there are many 

studies investigating the relationship between exchange rates and stock prices especially in terms of 

causality. However, in most of studies the symmetrical effect has been assumed in the relationship 

between the two variables. Therefore, unlike the previous studies in literature, the purpose of this 

study is to investigate whether the relationship between exchange rate volatility and stock market 

index volatility is symmetric or asymmetric. For this purpose, USD dollar was used as the foreign 

exchange rate, and İstanbul Stock Exchange 100 (BIST 100) index was used as stock market index. In 

the first-stage of the study which covers the period of January 2007-May 2017 for the Turkish 

economy, monthly volatility series were produced from the daily data. In the second-stage, the 

volatility series were decomposed into positive and negative volatility to determine whether the 

relationship between variables is symmetric or asymmetric. In the fourth-stage, stationarity properties 

of series were examined by employing Augmented Dickey-Fuller test procedure. Finally, Granger 

causality test was employed to detect the causal links between the variables. The results of causality 

test indicate that there exists a one-way causality from positive exchange rate volatility to stock market 

index volatility; also there exists a two-way causality between exchange rate volatility and negative 

stock market index volatility. 

Keywords: Exchange Rate Volatility; Stock Market Index Volatility; Causality; Asymmetry. 
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Graph theory is becoming increasingly significant as it is applied to other areas of mathematics, 

science and technology. It is being actively used in fields as varied as biochemistry (genomics), 

electrical engineering (communication networks and coding theory), computer science (algorithms and 

computation) and operations research (scheduling). The powerful combinatorial methods found in 

graph theory have also been used to prove fundamental results in other areas of pure mathematics. 

Graph coloring and its generalizations are useful tools in modeling a wide variety of scheduling and 

assignment problems. In this study, we give some basic terminologies about of graphs. We also 

introduce concept of graph coloring and present greedy algorithm for graph coloring problems. 

Moreover, some specific applications of graph coloring problems and simulation technologies are 

discussed. 

Keywords: Graph; Graph Coloring; Vertex Coloring; Edge Coloring. 
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In this paper, it is given a new concept which is a generalization of the concepts s-convexity, M𝜑A-

convexity, M𝜑A-s-convexity and obtained some theorems for Hermite-Hadamard type inequalities for 

this class of functions. Some natural applications to special means of real numbers are also given. 

Keywords: M𝜑A-S-Convex Function; Hermite-Hadamard Type Inequality. 
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Graph theory is becoming increasingly significant as it is applied to other areas of mathematics, 

science and technology. It is being actively used in fields as varied as biochemistry (genomics), 

electrical engineering (communication networks and coding theory), computer science (algorithms and 

computation) and operations research (scheduling). The powerful combinatorial methods found in 

graph theory have also been used to prove fundamental results in other areas of pure mathematics. 

Graph coloring and its generalizations are useful tools in modeling a wide variety of scheduling and 

assignment problems. In this study, we give some basic terminologies about of graphs. We also 

introduce concept of graph coloring and present greedy algorithm for graph coloring problems. 

Moreover, some specific applications of graph coloring problems and simulation technologies are 

discussed. 
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In this paper, it is given a new concept which is a generalization of the concepts s-convexity, M𝜑A-

convexity, M𝜑A-s-convexity and obtained some theorems for Hermite-Hadamard type inequalities for 

this class of functions. Some natural applications to special means of real numbers are also given. 

Keywords: M𝜑A-S-Convex Function; Hermite-Hadamard Type Inequality. 

References    

 [1]  Avci, M., Kavurmaci, H. and Özdemir, M. E., ‘New inequalities of Hermite-Hadamard type via s-

convex functions in the second sense with applications’, Appl. Math. Comput., vol. 217,pp. 5171-

5176 (2011). 

 [2]  Anderson, G.D., Vamanamurthy, M.K. and Vuorinen, M., ‘Generalized convexity and 

inequalities’,  Journal of Mathematical Analysis and Applications 335 (2) 1294-1308 (2007). 

 [3]  Dragomir, S.S., Agarwal, R.P., ‘Two Inequalities for Differentiable Mappings and Applications 

to Special Means of Real Numbers and to Trapezoidal Formula’, Appl. Math. Lett. 11 (5) 91-95 

(1998).  

 [4]  Dragomir, S. S. Fitzpatrick, S., The Hadamard's inequality for s-convex functions in the second 

sense, Demonstr. Math., 32 (4) 687-696 (1999). 

 [5]   Hudzik, H., Maligranda, L., ‘Some remarks on s-convex functions, Aequationes’,  Math., 48, 

100-111 (1994). 

 [6]  İşcan, İ., ‘New estimates on generalization of some integral inequalities for s-convex functions 

and their applications’, International Journal of Pure and Applied Mathematics, 86 (4), 727-746 

(2013). 

 [7]  Kirmaci, U. S.,  Bakula, M. K., Özdemir M. E. and Pecaric J.,  ‘Hadamard-type  inequalities for 

s-convex functions’, Applied Mathematics and Computation, 26-35 (2007). 

 [8]  Maden, S., Demirel, A.K., Turhan, S. and İşcan İ., ‘Some Integral Inequalities for The New 

Convex Functions’, International Conference on Applied Analysis and Mathematical   

Modeling,  July  3-7,  Istanbul-Turkey (2017). 

 [9] Turhan, S., İşcan, İ. and Kunt,  M., ‘Hermite-Hadamard ineqaulities for M -A convex functions’, 

Doi: 10.13140/RG.2.2.14526.28486, (2016). 

mailto:sercanturhan28@gmail.com
mailto:maden55@mynet.com
mailto:ybaskoy12@gmail.com
mailto:imdati@yahoo.com


 

75 
*Presenter 

 [10]  Turhan, S., İşcan İ., Maden, S. and Demirel, A.K., ‘Some Integral Inequalities for The New 

Convex Functions’, International Conference on Applied Analysis and Mathematical   

Modeling,  July  3-7,  Istanbul-Turkey (2017). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

76 
*Presenter 

POWER ANALYSIS IN COMMUNITY TRIALS AND AN APPLICATION 

 

Zeynep GÖKKUŞ1* 
1İnebolu Vocational School of Higher Education, Computer Programming, Kastamonu University, 

Kastamonu, Turkey zgormus@kastamonu.edu.tr  

Kâmil ALAKUŞ2 
2Faculty of Arts and Sciences, Statistics, Ondokuz Mayıs University, Samsun, Turkey 

kamilal@omu.edu.tr  

 

Community trials, which have been widely used in epidemiological surveys, especially in the 1980s 

and 90s, are large screening studies that are composed of extensive and applied complex surveys. In 

these random experiments, also called community surveys, communities are intact groups determined 

by clustering analysis. The numbers of individuals in these groups are generally different from each 

other. Although a large number of individuals are studied in total in community trials, differences in 

the sizes of the compared groups can affect the power of the analyzes. Despite the fact that the 

analyzes applied in the community trials are very well documented in the literature, no prospective or 

retrospective power analysis is found. David Jacobs (Mayo Professor of Public Health, Division of 

Epidemiology and Community Health from University of Minnesota), the coordinator of the 

"Minnesota Heart Health Program" conducted between 1980 and 1990, indicated that a prospective 

power analysis had not been applied in his work but that a possible retrospective analysis could 

provide the desired outcome (personal interview 24.05.2017). In this context, power analyzes were 

performed for the "Minnesota Heart Health Program" and the results were given. 

Keywords: Community Trials; Power Analysis. 
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Many studies have been done on the two dimensional predator-prey system with Beddington-

DeAngelis type functional response with impulses in a periodic environment. Some of them are can be 

seen in the reference part. In this type of dynamic systems for the periodic solution necessary 

condition have been given. Nevertheless, in this study we will give the necessary and sufficient 

condition for the periodic solution. Especially, this analysis is done by using time scales calculus. 

Keywords: Time Scales Calculus; Predator-Prey Systems; Impulse; Periodic Solutions. 
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Many mathematical problems require one to find a distance between two or more object is not easy to 

measure precisely in general. There exist different approaches to obtaining the appropriate concept of 

a metric structure. One of the them is modular 𝐴 −metric. In this study, we give some properties of 

this metric space and also investigate the existence of fixed point of Banach contraction mapping in 

modular 𝐴 −metric space.  
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In this paper, we study on modules that have a weak (ample) 𝛿-supplement in every extension which 

are adapted Zöschinger’s modules with the properties (𝐸) and (𝐸𝐸). It is shown that: (1) Direct 

summands of modules with the property 𝛿-(𝐶𝑊𝐸) have the property 𝛿-(𝐶𝑊𝐸); (2) For a module 𝑀, 

if every submodule of 𝑀 has the property 𝛿-(𝐶𝑊𝐸) then so does 𝑀; (3) For a ring 𝑅, 𝑅 is 𝛿-semilocal 

iff every 𝑅-module has the property 𝛿-(𝐶𝑊𝐸); (4) Every factor module of a finitely generated module 

that has the property 𝛿-(𝐶𝑊𝐸) also has the property 𝛿-(𝐶𝑊𝐸) under a special condition; (5) Let 𝑀 be 

a module and 𝐿 be a submodule of 𝑀 such that 𝐿 ≪𝛿 𝑀. If the factor module 𝑀 𝐿⁄  has the property 𝛿-

(𝐶𝑊𝐸), then so does 𝑀; (6) On a semisimple module the concepts of modules that have the property 

𝛿-(𝐶𝐸) and 𝛿-(𝐶𝑊𝐸) coincide with each other. 

Keywords: Cofinite Extension; Δ-Supplement; Weak Δ-Supplement; 𝛿-Semilocal Ring. 
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The purpose of this study was to determine the factors that affect their success in the lesson of 

experimental design and analysis for undergraduate students in the applied fields. For this purpose, a 

study was conducted with 105 students taking the lesson of Experimental Design and Analysis at the 

Faculty of Agriculture of Ondokuz Mayis University during the fall period of 2016-2017. During the 

period, students were given homework assignments regarding all the experimental designs. All 

homework were evaluated over 100 points. At the end of the period, a survey study was conducted 

with all the students entering the exam. Logistic regression analysis was used to determine the factors 

that affect the success status at the end of the period. Relations between homework and exam grades 

were determined by canonical correlation analysis. For the analysis of the data, Ondokuz Mayis 

University licensed SPSS package program was used. According to the results of the research, it was 

determined that only the ability of liking lessons had a significant effect on the success of the students 

exceptage, gender, marital status, child status, work status, income, income sufficiency, average 

expense, sheltering status, smoking, breakfast status, number of attending lesson. According to this, 

the students of the lesson liking were 6.7 times more successful than those who did not like it. It has 

been determined that assigning homework about Latin square designs and posthoc tests were effective 

on the success in the experimental design lessons. It has also been found that the achievement may be 

increased by 65 times if at least three homeworks were made. The canonical correlation coefficient 

between homework grades and exam grades was 0.76. As a result, the students who take this course 

should be informed at the beginning of the semester why they should take the lesson and break the 

prejudices. In addition, to be successful this course should be concentrated on posthoc tests and Latin 

square design and the period should be terminated by giving at least three homework. 

Keywords: Experimental Designs; Undergraduate; Student, Success; Homework 
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This study was examined direct and indirect effect of some placental traits on birth weight (BW) of 

Akkaraman sheep breed using path analysis. For this aim, relationship between birth weight and five 

traits [placenta weight (PW), cotyledon volume (CV), cotyledon surface area (CSA), cotyledon 

efficiency (CE) and cotyledon density (CD)] were studied in 38 singleton - bearing sheep. The direct 

effects of PW, CSA and CE on birth weight were found statistically significant. While CSA was found 

with highest direct effect (0.934) on BW, the highest total indirect effect (-0,988) on BW was found 

CD variable. Also the highest indirect effect (0.701) was found between CSA and CV. Although the 

direct effect (-0.092) of CV was lowest on BW, the total indirect effect (0.792) of CV fairly high. The 

results showed that CSA was the most explanatory variable for birth weight of Akkaraman lambs. 

Keywords: Akkaraman; Direct Effect; Indirect Effect; Path Analysis; Plasental Traits. 
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The Rasch model is a useful method for developing a new scale. This study aims to determine the 

fitting between data obtained from answers for a portfolio anxiety scale and the Rasch model and 

describes how the scale can be modified to increase the fitting through different steps. 

A portfolio scale was applied to 171 students of the Faculty of Medicine, Ondokuz Mayis University. 

The partial credit model was used, and the fit statistics were assessed to determine the fitting of the 

data to the Rasch model. The person separation index was used for reliability. For a satisfaction 

subscale, the average item fit residual value was 0.47 and average person fit residual value was -0.29. 

For the item-trait 2 interaction, p = 0.655 and PSI = 0.81. For a writing anxiety subscale, the average 

item fit residual value was 0.08 and average person fit residual value was -0.24. For the item-trait 2 

interaction, p = 0.698 and PSI = 0.73. For a reflection anxiety subscale, the average item fit residual 

value was 0.64 and average item fit residual value was 0.64. For the item-trait 2 interaction, p = 0.195 

and PSI = 0.73. 

The validity and reliability of the Rasch analysis portfolio scale were analyzed, and items that worked 

well were included in the study. The results show that the Rasch model provides a more accurate 

analysis for developing and adapting scales. Both the fit statistics and fit graphs help to improve the 

analyses. 

Keywords: Rasch Model; Partial Credit Model; Scale Development; Portfolio. 
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In this study, we considered point estimation of unknown parameters  based on upper record values for 

Transmuted Weibull ( , , )     distribution suggested by Aryal and Tsokos (2011). Maximum 

likelihood estimators of parameters are derived for this distribution. Also, Bayes estimators of 

parameters are obtained using Tierney-kadane approximation under squared error loss function. 

Finally, mean square errors of these estimators are compared with Monte Carlo simulation method. 

Keywords: Upper Record Values ; Maximum Likelihood Estimator; Transmuted Weibull 

Distribution;  Bayesian Estimation; Tierney-Kadane Approximation. 
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In this paper, skew cyclic codes over the family of finite rings 𝑍4 + 𝑢𝑍4 with 𝑢2 = 1 are studied. A 

nontrivial automorphism 𝜃 on the ring 𝑍4 + 𝑢𝑍4 is determined. The structural properties of skew 

cyclic codes over 𝑍4 + 𝑢𝑍4 are investigated. The Gray image of skew cyclic codes over 𝑍4 + 𝑢𝑍4 are 

obtained. 

Keywords: Skew Cyclic Codes; Cyclic Codes; Finite Rings; Gray Image. 
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In this study, we suggest a new distribution called “Cubic rank transmuted kumaraswamy distribution” 

using cubic rank transmutation map introduced by Granzotto et. al. (2017). The various statistical 

properties of this new distribution is obtained. Then, the maximum likelihood estimation (MLE) of 

parameters of this distribution is derived. Also a simulation study based on MSE criteria for MLEs of 

unknown parameters of this distribution is performed. Finally, data analysis is presented. 

Keywords: Cubic Rank Transmuted Kumaraswamy Distribution; Cubic Rank Transmutation Map; 

Maximum Likelihood Estimation; Monte-Carlo Simulation. 
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In this study, the cyclic DNA codes over the finite ring 𝑅 = 𝐹2 + 𝑢𝐹2 + 𝑣𝐹2 + 𝑤𝐹2 + 𝑢𝑣𝐹2 +

𝑢𝑤𝐹2 + 𝑣𝑤𝐹2 + 𝑢𝑣𝑤𝐹2, where 𝑢2 = 0, 𝑣2 = 𝑣, 𝑤2 = 𝑤, 𝑢𝑣 = 𝑣𝑢, 𝑢𝑤 = 𝑤𝑢, 𝑣𝑤 = 𝑤𝑣 are designed. 

The cyclic codes of arbitrary length over 𝑅 satisfy the reverse constraint and reverse complement 

constraint are studied. A one to one correspondence between the elements of the ring 𝑅 and 𝑆256 is 

established, where 𝑆256 = {𝐴𝐴𝐴𝐴, 𝑇𝑇𝑇𝑇, … , 𝐴𝐺𝐶𝑇, 𝐺𝐺𝐶𝐶}. 
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This study adres the health satisfaction of Turkish metropolitans in 2015 by applying a non-parametric 

method DEA (Data Envelopment Analysis) which is used to measure relative efficiency of decision 

making units in multiple input – multiple output processes, and the metropolitans are ranked according 

to their health satisfaction. In this study, as input variables; infant mortality rate,number of 

applications per physician, as output variables; life expectancy at birth,health satisfaction rate, 

satisfaction rate of public health services was used. 

 

Keywords: Data Envelopment Analysis;  Healthperformance; Turkish Metropolitan 
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Internet surveys have become popular in last many years. Now, one of the most widely utilized 

surveys methods, an Internet survey is done over World Wide Web in such a way that invited 

respondents complete the questionnaire by themselves. As Internet use has been increased among 

residents of developing, least develop and developed countries for development of especially smart 

phone this why internet surveys have become more viable and valid. 

Internet-based surveys have been a faster way of data collection from respondents in market or 

scientific research in recent years as compared to other survey methods such as paper-and-pencil 

method and personal intervıews, because their usage is simple and cheap and they also give quick 

access to a targeted large group of respondents [1].  No doubt, this type of survey methods are 

achieving more importance overnight. Use of statistical techniques requires for implementing such 

types of surveys. In the sampling process these statistical techniques or tools are used in the 

preparation stage of the internet surveys and assessment stage of the surveys. In the internet surveys, 

bias may arise due to improper use of these statistical techniques. Sampling holds a significant in 

selection bias and in terms of sample selection, the type of access to internet surveys has several 

limitations [2]. However, in internet surveys, bias may arise mainly due to limited coverage and self-

selection. Restricted access based internet surveys and voluntary participation of respondents and 

these are characterized by their application affording to this type of survey. We can use probability and 

non-probability based internet sampling both of which may lead to biased estimates [3].   

This paper appraisals characteristics and problems of internet surveys to identify the bias of the 

internet surveys and refers to some weighting adjustment techniques for reducing the bias. Those bias 

reduction techniques will be explored by comparing census survey (reference survey) results with 

internet survey results which was conducted on students of Anadolu University in Open Education 

System. 

Keywords: Internet Surveys; Sampling; World Wide Web; Bias; Weight Adjustment Techniques. 

 

 

 

mailto:khanstatcu@gmail.com
mailto:zasan@anadolu.edu.tr


 

89 
*Presenter 

References 

[1]  Bethlehem, J. (2010). Selection Bias in Web Survey. International Statistical Review 78 (2), 161-

188. 

[2] Bethlehem, J. & Biffignandi S. (2012). Handbook of Web Surveys. John Wiley & Sons. 

Couper, M. P. (2000). Review: Web surveys: A review of issues and approaches. Public Opinion 

Quarterly, 64(4), 464–494. 

[3] Fricker, R. & Schonlau, M. (2002). Advantages and disadvantages of internet research surveys: 

Evidence from the literature. Field Methodology, 15, 347–367. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

90 
*Presenter 

SURFACE FAMILY WITH A COMMON NATURAL LINE OF CURVATURE LIFT 

 

Evren Ergün1 
1 Çarşamba Chamber of Commerce Vocational School, Ondokuz Mayıs University, Çarşamba, 

Samsun, Turkey 

eergun@omu.edu.tr 

Ergin Bayram2* 
2Faculty of Arts and Sciences, Department of Mathematics, Ondokuz Mayıs University, Samsun, 

Turkey 

erginbayram@yahoo.com 

Emin Kasap3 
3Faculty of Arts and Sciences, Department of Mathematics, Ondokuz Mayıs University, Samsun, 

Turkey  

kasape@omu.edu.tr 

 

We construct a surface family possessing a natural lift of a given curve as a line of curvature. We 

obtain necessary and sufficient condition for the given curve such that its natural lift is a line of 

curvature on any member of the surface family. Finally, we present some illustrative examples. 
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Reliability Generalization (RG) as a method of which meta-analytic procedures take place for 

reliability coefficients has become more popular in recent years. However, the dominant use of 

Cronbach’s alpha as an estimation of internal consistency leads the almost same domination on RG 

studies regarding this coefficient in literature. As a result, many researchers proposed and/or used 

different methods to fulfill the required purposes (pooling, sourcing variability, etc.) of an RG study 

when the issued reliability estimate is alpha. Therefore, this study intends to compare the effectiveness 

of these methods on pooling practice of RGs with a simulation process. Four methods and two 

weighting schema were considered while combining the estimates of alpha. The results showed that no 

matter which weighting schema is used, all of the methods over or under estimate the population 

actual alpha with a small amount of bias which is negligible. This happens if the shape of the 

simulated data is fixed to be all symmetrical or all skewed on the same side. However to be more 

realistic and having different shape of simulated data Charter’s (2003) proposed formula in which the 

value of means and standard deviations of the scores are also required outperformed on estimating the 

actual alpha while other methods provided this time a relatively big amount of negative bias. 

Therefore, researchers are strongly advised to use this formula on reporting pooled alpha in their 

future RG studies when all of those required data is available. 

Keywords: Reliability Generalization; Simulation; Coefficient Alpha. 
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In this study, an analysis of a functional data consisting of k independent samples was examined. The 

ANOVA test can be used to compare the mean functions of the subjects in question. Because the data 

order to be obtained from k independent samples is similar to that of the classical single factor 

variance analysis model. For this reason, a functional test similar to the test statistic used in the 

analysis of classical variance was used when this functional data was examined according to group 

averages. The validity of the asymptotic distribution of this test statistic, which is a modification of the 

classical F statistic, is shown on the ISE stocks. 

Keywords: Functional Data; Functional ANOVA; Comparison of Mean Functions; Test Statistic. 
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Ranked Set Sampling (RSS) procedure is used where sample units can be easily ranked, but where 

the exact measurement of sample units is costly in time or effort. Ranked set sampling is an alternative 

to simple random sampling (SRS) that has been shown to improve on the simple random sampling in 

many situations by reducing the variance of an estimator, thereby providing the same accuracy with a 

smaller sample size than is needed in simple random sampling. 

 

 In this study, estimation of the population proportion where the binary variable in rank set 

sampling procedure is investigated. The ranking process is based on a concomitant variable. The 

simulation study is constructed to evaluate the proportion estimator for different sets and cycle sizes. 

The bias and relatively efficiency of the population proportion are investigated. The results indicate 

that the proportion estimator for different designs of RSS is more efficient than the proportion 

estimator of SRS. 

Keywords: Ranked Set Sampling; Concomitant Variable; Proportion Estimator; Relative Efficiency. 
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In this study, non-Newtonian improper integrals were examined and their convergence conditions 

were investigated. 

Firstly, the information about the studies that are done until today and its applications and the point of 

origin of non-Newtonian calculus, was briefly given. Basic definitions, theorems and properties 

related to subject was handled. Then,  basic definitions, theorems and properties needed for non-

Newtonian improper integrals was given..Improper integrals in the non-Newtonian sense was defined 

and tests on their convergence were given. Furthermore, because of its neccessity, basic theorems such 

as intermediate value theorem, mean value theorem at non-Newtonian real numbers were examined. 

Keywords: Non-Newtonian Improper Integrals; Non-Newtonian Calculus; Convergence Tests. 
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The purpose of this study is to examine the function sequences and series in the non-Newtonian real 

numbers.  

Firstly, the information about the studies that are done until today and the application areas, was 

briefly given. Non-Newtonian calculus was introduced which is an alternative to the classical calculus, 

definitions, theorems and properties were given. *-Function sequence, *-function series, *-pointwise 

convergence and *-uniform convergence were introduced and theorems were proven which are 

exposed important differences between *-pointwise convergence and *-uniform convergence. In 

addition, *-convergence tests such as *-Cauchy criterion and *-Weierstrass M-criterion were obtained.  

The relationship between *-uniform convergence of the *-continuity, *-integral and *-derivative was 

examined respectively. 

Keywords: Function Sequences; Function Series; Pointwise Convergence; Uniform Convergence; 

Continuity. 
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Decision-making processes are primary solutions proposed for the problems which have ever-

increasing importance for human life. The rapidly changing environmental conditions and the 

increasing complexity of real-life problems, creates need for quickly identification of the most 

appropriate solution for decision makers to achieve the solution of the problem. In such cases, Multi-

Criteria Decision Making (MCDM) methods are used to make the right choice. The portfolio selection 

process that includes multiple goals, criteria and alternatives is one of the areas where the MCDM 

methods are used. One of the most important topics of portfolio management is the modeling of the 

relationship between risk and return. However, the fact that financial markets are impress by political, 

financial and social events and the estimation of the risk / return factors that are effective in portfolio 

selection are cause uncertainty in the portfolio selection process. In the case of uncertainty, the fact 

that the investment is not planned correctly can be encounter with unexpected losses to the investor. 

This leads investors to avoid risk. But investments with less risk can prevent large profits. The aim of 

this study is to suggest a portfolio selection model based on the analytic hierarchy process that will 

help about making the right investment to savers who are planning to invest in the face of uncertainty 

in the financial markets. 

In this study, as an alternative to the Enea and Piazza's portfolio selection model, which uses the 

triangular fuzzy numbers for criteria weighting, a new model that uses the symmetric trapezoidal fuzzy 

numbers for the same aim was proposed. In order to investigate the effectiveness of the model, the 

results obtained from the existing methods and the results obtained from the proposed model were 

compared by based on the data in the literature. 

Keywords: Multi-Criteria Decision Making; Analytic Hierarchy Process; Trapezoidal Fuzzy 

Numbers; Portfolio Selection. 
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The aim of this study is to test the long-run relationships between consumer prices index and hedonic 

house prices index for five regions of Turkey. The data are monthly and cover the period of 2010:01-

2017:07. All data come from the Electronic Data Delivery System of the Central Bank of the Republic 

of Turkey. The data cover five regions of Turkey that include İstanbul; Ankara; Izmir; Samsun, 

Çorum, Amasya, Tokat and Artvin, Giresun, Gümüşhane, Ordu, Rize, Trabzon. In this study, the 

Autoregressive Distributed Lag (ARDL) bounds testing approach developed by Pesaran and Shin 

(1999) was used to examine the long-run relationships between consumer prices index and hedonic 

house prices index. The ARDL approach does not require prior knowledge on the order of integration 

of the variables. It can be easily used for the variables with different orders of integration. At this 

point, it should be noted that all variables must be I(0) or I(1), but not higher than I(1). The ARDL 

approach has some certain advantages in comparison with other conventional co-integration methods 

such as Engle-Granger and Johansen-Juselius methods. Among others, the most important advantage 

of this technique is that it gives the possibility of short and long run parameters of the model 

simultaneously by using the unrestricted ARDL error correction model. As the result of the study, it 

was found that there were long-run relationships between consumer prices and hedonic house prices 

for five regions of Turkey and also whole Turkey.  

Keywords: ARDL; Consumer Price Index; Hedonic Price Index; Turkish Economy. 
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The relationship between the slope of the short-run Phillips curve, which is the inflation-output 

tradeoff, and the variance of the aggregate demand disturbances has been subject to intensive 

empirical investigation in recent years. On the theoretical framework within the rational expectations, 

the pioneering work of Lucas (1973) has showed that inflation-output tradeoff parameter is inversely 

associated with the variance of the aggregate demand disturbances. The aim of this paper is to test the 

inverse relationship between inflation-output tradeoff and variances of aggregate demand disturbances  

for the case of Turkey. The data are quarterly and cover the period of 1998:Q1-2017:Q2. All data 

come from the Electronic Data Delivery System of the Central Bank of the Republic of Turkey. In this 

study, firstly, the variances of aggregate demand disturbances were estimated by moving standard 

deviation technique. Secondly, Kalman Filter Technique was used to estimate inflation-output tradeoff 

parameters. This technique is chosen as the major analytical tool in this study because of the many 

advantages that it has over all other procedures such as moving OLS regressions, splitting whole 

period into two or three sub-periods, and stochastically varying estimation technique in terms of the 

optimal estimates. By using Kalman Filter, in this study, inflation-output tradeoff parameters were 

estimated as time varying parameters. Finally, the correlation coefficient between the variances of 

aggregate demand disturbances and inflation-output tradeoff parameters was estimated. As the result 

of the study, the variances of aggregate demand disturbances were found to be negatively and, 

significantly correlated with the inflation-output tradeoff parameters, as expected. According to the 

empirical findings, Lucas Variability Hypothesis is valid for the Turkish economy. 

Keywords: Inflation-Output Tradeoff; Kalman Filter Technique; Lucas Variability Hypothesis; 

Turkish Economy. 
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In this study, “progressive type-I interval censoring with part time operator” is introduced which is a 

new modification of progressive type-I interval censoring. This new scheme is constructed on the idea 

of part-time working. Suppose that n units are simultaneously placed on a life test at time 0 0t   and k 

is even. The experimenter will observe the exact times of the 1d  failed units until 1t  and will randomly 

remove 1r  surviving units from the test at time 1t . Experimenter will have a break to rest from 1t  to 2t

. At the time 2t , the experimenter will come back to test and count the number of failed units 2d  

between ( 1 2,t t ) and will randomly remove 2r  surviving units from the test. The experimenter will 

observe the exact times of the 3d  failed units from 2t  to 3t  and will randomly remove 3r surviving 

units from the test at time 3t . Experimenter will have a break to rest from 3t  to 4t . At the time 4t , the 

experimenter will come back to test and count the number of failed units 4d  between 3 4( , )t t  and will 

randomly remove 4r  surviving units from the test. And so on until kt . Thus, 

1 3 1{ , , ; 1,2,..., ; 1,2,..., ... }i i j kd r x i k j d d d       are the observed data. Note that the number 

of failed units id  and the number of removed units ir  and exactly failure time 
jx  are random 

variables. In general, the values of ,  1, 2,...,ir i k , be computed by the pre-specified percentages of 

the remaining live units 
1 2,...,, kp p p  (with 1kp  ). That is [| ( ) |]i i i ir m d p  , where 

1 1

1 1

,  1,2,..., ,
i i

i j j

j j

m n d r i k
 

 

      are the number  of non-surviving units at the beginning of the 

thi  stage. Maximum likelihood and Bayes estimators obtained for parameters of generalized inverted 

exponential distribution under complete data, progressive type-I interval censoring and progressive 

type-I interval censoring with part time operator censoring. A simulation study is conducted to 

investigate the bias, variance and MSE (Mean Squared Error) of estimates. The comparison between 

Bayes and maximum likelihood estimates in point of estimated risks for various situations through the 

simulation study is provided. According to the simulation results, progressive type-I interval 
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censored sampling with part time operator’s estimators biases, variances and MSE’s smaller than 

progressive type-I interval censored estimators. Second simulation study is performed to 

investigate the performance Bayes estimators under squared error loss function and general 

entropy loss function in terms of their risks for different sample size and interval range are 

considered. Simulation study indicated that the progressive type-I interval censored sampling with 

part time operator’s estimators risks smaller than progressive type-I interval censoring risks.  

Keywords: Generalized Inverted Exponential Distribution; Interval Censoring; Part-time Operator; 

Bayes Estimates; Maximum Likelihood Estimates.  
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In this paper, the forecasting performance of the new forecasting method ATA on the M3-competition 

data set will be given in detail by comparing the main forms of ATA to the existing exponential 

smoothing counters. In addition to the performance, its properties that separate it from existing models 

will be discussed case by case comparisons to exponential smoothing. It will be verified that will small 

modifications ATA can be generalized to higher order smoothing scenarios and its performance can be 

improved by employing simple combinations and model selection procedures. 

Keywords: Time Series; Exponential Smoothing; Box-Jenkins ARIMA; M3-Competition 
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In the world, agricultural sector keeps its economic and social industry-specific properties with its 

impact on manpower, its contribution to the national income and with the raw materials that it supplies 

to the industry sector.  The productivity of the agriculture sector in Turkey has yet to reach an 

acceptable level. The significance of production planning intended for the growth of productivity 

provided from the cultivation areas is gradually increasing. At that point, the most important thing for 

the manufacturers is to decide to which product to direct the limited resources in terms of production. 

In this study, a production planning model was developed based on Modern Portfolio Theory for the 

production of vegetables in Aydın, which has a significant agricultural production potential for the 

Aegean region. The optimum production portfolios in different risk levels were specified for summer 

and winter vegetables in Aydın by analyzing the data. This study gives as a guide way to the farmers 

for the cultivation plans in future terms. 

Keywords: Agriculture Economy; Vegetable Growing; Markowitz Mean-Variance Model 
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Data Envelopment Analysis (DEA), a nonparametric method based on Linear Programming model, 

has wide use in ranking and classification of decision making units (DMUs). Although there is no 

problem in ranking the inefficient DMUs obtained according to the analysis results, it is necessary to 

use different methods for ranking effecient DMUs. TOPSIS, one of the multi-criteria decision making 

(MCDM) methods, has an important role in ranking efficient DMUs. In this study, DEA and TOPSIS 

methods were combined to assess the energy and environmental performance of OECD countries. 

TOPSIS method was applied to the efficient countries and the entropy, the method of calculating the 

objective weights, was used to determine the weights used in this method. According to the result 

obtained, OECD countries in the north are the best countries on average in terms of performance about 

energy and environmental performance. 

Keywords: Data Envelopment Analysis; Entropy Method; TOPSIS 
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The purpose of the study is to predict children's pulmonary function (measured by forced expiratory 

volume, FEV) in terms of observations on smokers of various age, height and sex using multivariate 

adaptive regression splines (MARS). The data used in the study are taken from the previously 

published article by the present author (Kahn, M. (2003). Data Sleuth. STATS, 37, 24). Multiple 

Regression Model is compared with two MARS models which designed with and without interaction. 

It has been found that the MARS model which discovered interactions between independent variables 

is efficient in predicting the forced expiratory volume than others model. It has also been determined 

that MARS models are more efficient than Multiple Regression Model. As a consequence, the 

technique of MARS is an innovative modeling tool that excels at finding suitable transformations in 

order to convert into a linear structure and determining interactions between independent variables. 

 

Keywords: Multivariate Adaptive Regression Splines; Multiple Regression; Forced Expiratory 

Volume; Data Mining. 
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As it has been emphasized in different economic growth theories from past to present, savings, 

physical capital, human capital, knowledge accumulation, technological advances and R&D are of 

crucial importance for economic growth and for development. For one of the most crucial factors 

among them, namely human capital, education and investments and all kinds of activities for 

education are essential. In the meantime, open and distance education does its part of carrying 

education to large masses and adding happy graduates to society. With college education, individuals 

aim to graduate successfully from their departments while meeting goals and realizing life 

expectations. College life expectations and satisfaction levels of the huge mass of open and distance 

learners in Anadolu University Open Education System are the main items in this study. 

Keywords: Open and Distance Learning System; Life Targets; Life Expectations 
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The purpose of this study is to preliminarily review the data set to be used in the Data Envelopment 

Analysis with the Robust CoPlot technique. Obtain a graphical representation of the analysis results; 

To investigate the relationship between Decision Making Units and variables; In Data Envelopment 

Analysis applications where a large number of input and output variables are involved, it is possible to 

reduce the number of variables by detecting variables having a high correlation with each other, and to 

remove the effect on the variable vectors of the outliers. In addition, the obtained graph is to visually 

investigate which variables are more effective on Decision Making Units. As data set, health 

indicators belonging to some were used. As input variables; total number of physicians, number of 

dentists, number of pharmacists, number of nurses, number of midwives, number of hospitals, number 

of beds, the number of family physician units, 112 the number of stations and 112 ambulances were 

used. As output variables; primary number of applications, second and third digit application number, 

the number of dental applications, number of hospitalized patients, number of operations and rough 

death rate was used. 

Keywords: Data Envelopment Analysis; Health Performance; Robust Coplot. 
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In general, the region is defined as a homogeneous part of space in terms of certain criteria. 

Geographical ethnic, cultural, industrial, urban or administrative criteria are used to define the region. 

The common problem of all developed and developing countries is the problem of underdeveloped 

regions. It can be said that regional development is important not only in our country but also in 

European countries and this problem is observed more clearly especially in crisis periods. Since the 

political approaches maintained by each country are different, the policy tools used for regional 

development also differ. In our country, it can be said that when the indicators such as GDP per capita, 

unemployment rate, schooling rate, literacy rate among regions are very regional, there are very 

serious developmental differences. Spatial data analysis is the analysis of data that explains the 

interaction, structure and processes of data present in the space and the possible relationships of these 

to other spatial events. In this study, we investigated whether illiteracy is a spatial effect on literacy 

performance. East provinces and was observed to be a significant difference between western 

provinces. 

Keywords: Data Envelopment Analysis; Spatial Interaction Analysis; Reading Writing Rate. 
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All democratic systems and organizations in the world are basically aimed at realizing a society 

composed of healthy individuals and healthy individuals. The Organization for Economic Cooperation 

and Development (OECD) is an organization in which 34 countries with democratic structures and 

market economies work jointly to solve economic, social and management problems of globalization 

and to benefit from this process opportunities. OECD countries emphasize on the efficiency of health 

in this vision. The aim of this study is to examine the factors that influence the health system 

effectiveness of OECD member countries. In accordance with this purpose, the technical efficiency 

scores of health systems are thought to be a component of the healthcare sector's development in 

OECD countries. Stochastic Frontier Analysis (SFA), which is a parametric method, is used for 

efficiency measurement. Path Analysis has been applied as an alternative to classical statistical 

techniques in order to determine the factors that are considered to have an impact on health system 

effectiveness of OECD countries. The main reason for the selection of the path analysis technique is to 

examine the existence of indirect relationships as well as direct relationships between variables. With 

this analysis assessed the impact of indirect factors as well as direct factors affecting the health system 

of OECD countries. In this study, data from OECD countries in 2013 were used. Health system 

efficiency scores of OECD countries are calculated by applying the SFA. Then, Path analysis was 

performed to determine the direct and indirect factors affecting these efficiency scores. According to 

the analysis results, we has been recommended remedial steps for OECD countries to improve their 

health system performance. 

Keywords: OECD; Stochastic Frontier Analysis; Technical Efficiency; Path Analysis. 
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In this paper, the parameter estimation of Topp Leone distribution in Bayesian approach has been 

studied in case of complete data. Bayes estimators of the shape parameter is obtained with non-

informative and informative priors under squared error, linear exponential (LINEX), general entropy, 

and K-loss functions. Besides Bayes estimators, maximum likelihood and minimum variance unbiased 

estimators are obtained in order to make the comparisons. A Monte Carlo simulation has been 

conducted to compare the performance of the estimators in terms of mean squared error (MSE) and 

bias. Based on the simulation results, Bayesian estimator using LINEX loss function is more efficient 

than the other estimators with regards to MSE in most of the considered cases. 

Keywords: Topp-Leone Distribution; Bayesian Estimation; Linear Exponential Loss Function; Mean 

Squared Error 
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In this paper, we introduce fuzzy (𝑚, 𝑛)-Γ-ideals as generalization of the related concepts in LA-Γ-

semigroups and provide some relevant properties of fuzzy (𝑚, 𝑛)-Γ-ideals.  

Keywords: LA-Γ-Semigroup; Fuzzy (𝑚, 𝑛)-Γ-ideals 
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There may be many situations that require the monitoring or control of two or more quality 

characteristics simultaneously. Process monitoring problems involving two or more variable are 

generally known as Multivariate Statistical Process Control (MSPC). MSPC is one of the fastest 

developing and the most important issue in Statistical Quality Control (SQC). One of the aim of the 

MSPC approaches is detection of any shift in the process as early as possible. There are many methods 

to detect the shift of a process in the literature. However, these methods do not provide any 

information about the variable(s) causing these shifts. In this study, the blind signal separation 

techniques are demonstrated to overcome this problem. The performance of the proposal approaches 

are illustrated using experimental data. The experimental study shows that the blind signal separation 

performs well to determine the source of shift. 

Keywords: Multivariate Statistical Process Control; Blind Signal Separation; Process Monitoring; 

Signal Processing. 
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In study, it is purpose of examine the LASSO estimators in multivariate Bernoulli logistic models and 

compare the estimation models obtained with Akaike Information Criterion (AIC) and Bayesian 

Information Criterion (BIC), Generalized approximate cross validation (GACV) and Bayesian 

generalized approximate cross validation (BGACV) used in model selection. Firstly, LASSO 

estimators and multivariate Bernoulli logistic models were given. Then, using the MVB package in the 

R program, LASSO estimates were obtained with four different information criterions used in the 

model selection for the initial beta values determined by us. Simulations have been done for different 

observation values and different dependent variable numbers. Simulation results are compared 

according to the criteria. As a result, LASSO estimator has been studied on smaller data sets and also 

p>n states. When dependent variable binary values were obtained, more stable and stronger results 

were obtain with GACV and BGACV criteria as an alternative to AIC and BIC criteria when LASSO 

prediction models were obtained. 

Keywords: LASSO; Bernoulli Distribution; Logistic Model; Generalized Approximate Cross 

Validation. 
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In this study, we discuss the efficiencies of Empirical Distributions Functions (EDFs) that are obtained 

by using three different sampling designs which are Level-0, Leve-1 and Level-2. Efficiencies 

simulated for finite populations having different distributions in R software. In ranking process, we 

used an auxiliary variable and ranked interested variable perfectly and imperfectly. Consequently, we 

compared the efficiencies of EDFs under perfect and imperfect ranking with tables and figures. 

Keywords: Empirical Distribution Functions; Sampling Designs; Partial Ranking; Auxiliary Variable. 
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Nowadays, companies have to produce better quality services to compete with their competitors. 

Hospitals as an important part of service sector also should develop their qualifications to gain 

competitive advantages. One way to improve quality is making employees happy. So planning a fair 

shift schedule for employees will increase satisfaction. In this study, the issue of nurse shift scheduling 

problem at a private hospital in Samsun province of Turkey is discussed. A multi-objective 0-1 integer 

mathematical programming model is developed for solving nurse shift scheduling problem where 

nurses work 45 hours a week. At the discussed hospital, the shift scheduling of the nurses is done 

manually. This situation, as well as difficult and unfair scheduling, also increases scheduling time. In 

addition, there is an uneven distribution of shift schedule on weekends. The purpose of the proposed 

model is to equalize the total working time and shift number of each nurse in a monthly schedule. 

Proposed mathematical model is solved using GAMS software and CPLEX solver and the optimum 

solution is obtained. As a result, the optimum shift schedule and the number of nurses in these shifts 

are determined. The optimal shift schedule is shown fairer than the manual schedule and has increased 

productivity by taking into account the priorities of the nurses. 

Keywords: Nurse Shift Scheduling; Optimization; Integer Programming.  
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Data envelopment analysis (DEA) based on linear programming first introduced by Charnes et al., is a 

way of determining the efficiency for a set of decision-making units (DMUs) when measured over a 

set of multiple input and output variables. One of the most important problems in the analysis of 

performance using DEA is the choice of input and output variables. Because, DEA results based on 

the set of input and output variables that are used in the analysis. In this paper, we develop a new 

method based on bootstrap approach to variable selection that involves maximizing the correlation 

between former and later the efficiencies as variables are dropped from the analysis. After developing 

the bootstrap procedure, examples from classic DEA studies are presented. We find that: last 

efficiency scores via a new method for variable selection proposed in this paper performs well with 

highly correlated with first efficiency scores. 

Keywords: Data Envelopment Analysis; Efficiency Measurements; Data Reduction. 
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In some of the queuing systems, customers are evaluated according to their customer class. In such 

queuing systems, customer priorities are determined by the importance of the customer. When there 

are different customer classes in the queue system 𝑗. class customer (𝑗 +  1). class (𝑗 =  1,2, . . . ) will 

be serviced earlier than the customer. Customers in each class receive service according to the first-in-

first-out service discipline. When a high-priority customer arrives on the system, and there is a lower-

priority customer receiving service in the system, two different queue disciplines are involved. The 

first of these queue disciplines is unlimited priority queuing discipline. In this case, as soon as a high 

priority customer arrives at the system, it is removed from the low priority customer service unit and 

the high priority customer enters the service unit. When there is no high-priority customer in the 

system, the low-priority customer removed from the service enters the service unit again. The second 

queue discipline is the limited priority queue discipline. In this case, when a high-priority customer 

arrives in the system, a low-priority customer receiving the service waits for the customer to complete 

the service and then enters the service unit. 

In this study, the average number of customers in the system and average waiting times in the system 

are theoretically compared and given a numerical application for both high priority and low priority 

customers. 

 

Keywords: Queuing Disciplines; Performance Measures; Priority Planning; Inequalities and 

Comparisons. 
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A portfolio is called all the assets an individual or institution has. To estimate the number and their 

weights of investment instruments in the portfolio, the return provided to the investors and the risk of 

the portfolio is known as the problem of portfolio optimization.  On the other side, the modern 

portfolio management approach is based on mathematical basis and includes statistically the risk and 

the return concept. It is investigated by Markowitz in 1952 that the risk cannot be reduced just only 

diversification and the severity and the direction of the relationships among the investment tools in the 

portfolio has an influence on the reduction of the risk. Recently researchers have used the artificial 

intelligence approaches to optimize the portfolio. One of them is Artificial Bee Colony (ABC) 

algorithm which was introduced by Derviş Karaboğa in 2005. This algorithm is a heuristic algorithm 

which is based on the herd intelligence generated by the bee colonies who are seeking for food. In this 

study we try to solve the problem of portfolio optimization by using ABC algorithm. In this 

application we used the data set of the end day of prices of stocks included in BIST-30 index for the 

dates between 02/01/2013 and 31/12/2016. The number of iteration of the algorithm has been defined 

as 120 and the performance of the portfolio has been assessed with Sharpe Performance Ratio. At the 

end of the application the optimal portfolio has been obtained. The return and the risk of the portfolio 

and the number and their weights of stocks which are included the portfolio has been estimated.  The 

result has been compared with the result obtained by the quadratic programming and it is investigated 

that the result from proposed approach is best.  

 

Keywords: Portfolio Optimization; Artificial Bee Colony; Markowitz Mean-Variance Model. 
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The aviation is a major investment area for developing countries. Because aviation technologies are 

affect all industrial areas and expedite sectoral developments. For this purpose, in 2003, domestic 

airlines have been opened to competition with private sectoral firms. So the air transportation sector 

has grown at an average rate of more than 10% per year with an accelerated increase. This increasing 

speed must model and control by managers to prevent chaotic situations. However, modelling failure 

will cause errors in planning; resources will be waste and create traffic problem at airports. In this 

study, monthly total airport passenger modeled as a function of the months to provide more realistic 

and accurate targets. 

In classical linear regression, there are some important assumptions like normally distributed residuals 

and the homoscedasticity of residuals. Especially, homoscedasticity assumption is vital in classical 

regression analysis.  This assumption means equal variance of residuals across all levels of the 

independent variables (Carapeto & Holt, 2003; Gujaratti, 2004). Therefore, violation of the 

homoscedasticity assumption expose heteroscedasticity problem (Çelik, 2016). As stated by Bischoff 

et al (2006), if the model is correctly specified, Studentized residuals should be homoscedastic. 

In this study, Studentized residuals’ frequency distribution plot, outliers and variance equality are 

evaluated against the months. In the first step, assumptions are checked by applying ordinary least 

squares (OLS). The Durbin - Watson (D - W) D test is used to test 1st order autocorrelation. 

Additionally RCEV test, which is a new test suggested by Çelik in 2017, is also applied to check the 

homoscedasticity. Furthermore, model sufficiency is evaluated with F test, adjusted significance 

coefficient, the standard error of estimation and coefficient of variation. The biggest problem with 

model is butterfly distributed residuals. Butterfly distributed residuals is a special case of 

heteroscedasticity problem in the OLS model. As X are months and Y is the total number of 

passengers the evaluated model in the study is given in Equation 1.  

𝑌 = 𝛽0 + 𝐷𝑖𝑋𝑖 + 𝑇𝑟𝑒𝑛𝑑 + 𝜀           i = 1,2, … ,11   (1) 

In this model adjusted R2 is 92.01%, but 1st order autocorrelation is detected. Although the model 

assumes normality of errors, the homoscedasticity assumption is violated. If there is heteroscedasticity 

problem the regression model is not reliable. We overcome this problem with the weighted model. In 

the second model, the two main assumptions provided and the butterfly distributed residual problem 

are left behind. In this study, we eliminated heteroscedasticity problem and we proposed a weighted 

model to make more accurate predictions. 

Keywords: Regression; Residual Model; Autocorrelation; Studentized Residuals; Heteroscedasticity 
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Istanbul Stock Exchange is a growing market day by day. This type of economy attracts investors to 

financial market from all over the world. Therefore, investors use different criteria like financial 

indicators. BIST-50 index is one of the mentioned indicators to attract financial investors and funds. 

The index contains 50 stocks selected among the companies that traded on the BIST Stars and BIST 

Main markets. Additively this index contains the stocks of real estate investment trusts, venture capital 

investment trusts traded on the Collective and Structured Products Market and automatically covers 

BIST 30 stocks. 

The direction estimation of the stock market indices and understanding the relationship among foreign 

countries’ stock indexes provide great advantages to investors. Also, revealing the interaction of 

foreign exchange and investment instruments such as gold will help to understand the index. 

Furthermore, modeling these data leads to investors, because short-term and long-term investment 

decisions are made with the help of these models. So, modelling success will increase the expected 

return. 

For this purpose, we classified BIST-50 index increase/decrease values with some of the different 

machine learning classification methods and neural networks. As independent variables USD, EURO, 

POUND, Ounce of Gold, Crude Oil Price, Interest Rate, CPI, DAX, FTSE, S&P-500 are taken which 

are commonly used in the literature as factors that affect the BIST-50 index. Analyzes are performed 

with Weka3.8 program. Classification performance rates are 67.58% for Naive Bayes classifier; 

67.54% for Logistic Regression; 65.84% for Artificial Neural Networks; % 65.46 for C4.5 algorithm 

and 57.51% for the k-NN algorithm respectively. Besides on these, correlation based feature selection 

method shows us the importance order of the variables are found as FTSE, DAX, USD, EURO, 

POUND, S&P-500, Crude Oil Price, Interest Rate, Ounce of Gold, and CPI. 

It can be concluded from the results, the main factors which affect the BIST-50 index are foreign 

countries’ stock indexes and foreign exchanges. In other words, political event based economic 

uncertainty forcing investors to stay away from our stock market. Especially, local investors are 

evaluating their savings in foreign stock markets and foreign exchange. Addition to this, foreign 

investors have approximately 68% of the stocks in Turkish Stock Market too. The lacks of depth in 

our stock market supports create financial turbulence. As a result, the diversification of investment 
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instruments and leading people to evaluate their savings in the stock market for long term investing 

may lead to a healthier and more reliable financial market. 

Keywords: BIST-50 Index; Machine Learning; Artificial Neural Networks; Classification 
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Migraine is a chronic disease with multiple comorbidities. Comorbidities need to be taken into 

consideration in disease prognosis, determining the factors affecting prognosis and response to 

treatment for chronic diseases [1]. The effect of comorbidities on the severity of headache was 

demonstrated by a preliminary study [2]. However, how to deal with the comorbidities which effects 

are found on headache should be investigated. It should be noted that comorbidities do not have equal 

effect on outcome variables and have different weights. In the light of this information, there are five 

methods that we have proposed for weighting comorbidities. The first method is that prevalance of 

comorbidities in observed population are taken as weights. Second method is that weights are obtained 

by multiplying prevalance of comorbidity and individual comorbidity burden that is calculated by 

dividing the total number of comorbidities seen in an individual by the total number of comorbidities.  

Third method is that groups obtained from latent class analysis according to comorbidity combinations 

are taken as weights. Fourth method is that posterior probabilities obtained from latent class analysis 

in case of significant relationship between comorbidities, or not are taken as weights. The last method 

is that log-odds values obtained from Group based trajectory model (GBTM) analysis are taken as 

weights. 

The weights obtained for each method were modeled and GBTM analysis was applied. By GBTM 

analysis, the individuals that show similar changes over time are grouped. These groups are called as 

trajectories. Even though individuals in groups show similar prognosis, inter-individual differences 

due to temporal change can be explained by polynomial functions. The magnitude and direction of 

these changes can be estimated by the constant and slope coefficients calculated for each trajectory 

[3]. In GBTM analysis, the first important decision that we have to make when determining 

trajectories is to decide the optimal number of groups. The second important decision is the degree of 

the model. Then it is necessary to compare the models to find the most appropriate model for data 

from the models formed by changing group number and parameter degree. In the literature, it is 
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suggested to use the values of Akaike Information Criterion (AIC) and Bayesian Information Criterion 

(BIC) to decide the most appropriate model. In addition, in group-based trajectory models, the 

minimum percentage of the group is also used as a marker to determine the appropriate number of 

groups [4-6]. 

When considered together with clinicians, it was necessary to take into consideration frequency of 

headache and duration of headache as covariants. Models that include age, comorbidity weights as a 

single variable and covariants were assessed for the severity of pain and compared by utilizing AIC 

and BIC values. As the result of this analysis, the best model was determined as the model considering 

age and weights which obtained from posterior probabilities with latent class analysis in case of 

significant relationship between comorbidities.  

 

Keywords: Group Based Trajectory Models; Latent Class Analysis; Comorbidity; Posterior 

Probabilities. 

 

References     

[1] Feinstein, A.R. (1970).The pre-therapeutic classification of co-morbidity in chronic disease. J 

Chronic Dis ,23(7),455-468. 

[2] Yildirim, D.D., Tasdelen, B.& Ozge, A. The Effect of Co-morbidity on the Modeling of Migraine 

Prognosis. 1st International Biostatistics Congress, Book of Abstracts, Page 85, 26-29 October 2016, 

Antalya, Turkey. 

[3] Nagin, S.D. & Odgers, C.L. (2010). Group based trajectory modeling in clinical research. Annual 

Review of Clinical Psychology, 6,109-138. 

[4] Nagin, D. (2005) Group-Based Modeling of Development. Cambridge, MA: Harvard Univ. Press. 

[5] Ram, N. & Grimm, K.J. (2009) Growth Mixture Modeling: A Method for Identifying Differences 

in Longitudinal Change Among Unobserved Groups. International Journal of Behavioural 

Development, 33(6), 565–576.  

[6] Nagin, S.D. (1999) Analyzing Developmental Trajectories: A Semiparametric, Group-Based 

Approach Psychological Methods, 4(2),139-157. 

 

 

 

 

 



 

134 
*Presenter 

THE EVALUATION OF PERFORMANCE OF COX-SNELL, DEVIANCE AND 

MARTINGALE RESIDUALS IN SURVIVAL-MARS MODEL 

 

Merve TÜRKEGÜN1* 
1 Faculty of Medicine, Department of Biostatistics and Medical Informatics, Mersin  University, 

Mersin,Turkey 

merveturkegun@gmail.com   

Gülhan OREKİCİ TEMEL2 
2 Faculty of Medicine, Department of Biostatistics and Medical Informatics, Mersin  University, 

Mersin,Turkey 

gulhan_orekici@hotmail.com  

İrem ERSÖZ KAYA3 

3 Faculty of Technology, Department of Software Engineering, Mersin University, Mersin, Turkey 

iremersoz@gmail.com  

 

The aim of this study is to evaluate the usage purposes of  Cox-Snell, Deviance and Martingale 

residual types which use of on the Survival analysis  in Multivariate Adaptive Regression Splines 

(MARS)  and also evaluate their performances in the built model.   

The study’s data regarding survival times has been obtained through 1000 repetitions. Sample sizes 

are as follows: 30, 100, 150,250, 500 and 1000. Data complexity was intended in the creation of the 

dataset. A heterogenous dataset has been created with the combination of survival times derived from 

a Weibull distribution, survival status, and independent variables derived from a normal distribution. 

MATLAB 6.0 software package has been used for data analysis. Survival-MARS analysis 

performances have been compared by evaluating Generalized Cross Validation (GCV) and Sum of 

Squared Errors (SSE) values. Additionally, the standard deviation values of the model coefficients 

obtained through Cox regression analysis have been compared for each sample size. The means of 

SSE and GCV obtained from Cox-Snell, Deviance and Martingale residuals used in Survival-MARS 

analysis have been calculated. Similarly, for classic Cox regression analysis, the means of coefficients 

and standard deviations have been calculated.  

According to the Survival-MARS analysis, it was observed that all residuals’ SSE values increased as 

sample sizes increased. The GCV values of models built with Deviance and Martingale residuals 

increased as sample sizes increased. Contrastingly, the GCV values of models built with Cox-Snell 

residuals decreased as sample sizes decreased. In the classic Cox regression model, the standard 

deviations of beta coefficients that belong to explanatory variables decreased as sample sizes 

increased. 

Keywords: Survival; Cox Regression; MARS; Residuals. 
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Endoscopy is currently used as the most sensitive method in the diagnosis of mucosal pathologies of 

the gastrointestinal (GI) duct. GI is very useful in diagnosis of ductal diseases (diagnostic endoscopy), 

and is often used in therapy (therapeutic endoscopy) [1]. 

Today, gastrointestinal endoscopy is used for a large number of treatment procedures, rather than 

diagnosing the diseases of the system in which it is applied. Thanks to these treatment practices, even 

achalasia, gastrointestinal fistulas, pancreatic pseudocysts, early gastric cancer and neuroendocrine 

tumors can be treated endoscopically [2]. 

The aim of this study is to compare the anxiety levels of anesthetized and unanesthetized patients 

before upper gastrointestinal system (GIS) endoscopy. Patients who had undergone only upper GIS 

endoscopy between October 2016 and May 2017 from the endoscopy unit of a university hospital 

were included in the study. The sample of the study consists of 189 patients aged 18 years or older 

who agreed to participate in the study to perform elective upper GIS endoscopy. The patients form two 

groups: 86 of them were anesthetized and the remaining 103 of the patients were unanesthetized. The 

sociodemographic characteristics of the patients were recorded and the Beck Anxiety Inventory (BAI) 

scale was used to determine the anxiety levels. 

In result, the BAI score of women was found to be higher than that of men. Patients who underwent 

endoscopy as anesthetized had higher BAI score averages than patients unanesthetized, patients under 

psychiatric medication had higher scores than those without BAI score, and those with a family history 

of psychiatric treatment were significantly higher than the others.  
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It is no doubt that the sub-field of machine learning / artificial intelligence has increasingly 

gained more popularity in the past couple of years. Machine Learning is incredibly powerful 

to make predictions or calculated suggestions based on large amounts of data. In this study, 

four most popular machine learning algorithm (Support Vector Machine (SVM), Multi Layer 

Perceptron, Naïve Bayes and Decision Tree (J48)) were selected by literature review and 

compared with each other by considering accuracy rate. The 10-fold cross validation was used 

to calculate the accuracy of the classifiers. In detailed cross-validation analysis, each machine 

learning methods were compared by using WEKA 3.6 program which is a collection of 

machine learning algorithms for data mining tasks. The Support Vector Machine had the 

advantage of generating output rules with robust estimates of prediction with accuracy rate 

70.88%. While Naïve Bayes yielded 67.08%, Decision Tree and Multi Layer Perceptron had 

given a prediction performance with 65.01% and 62.85% accuracy rate, respectively. 

 

Keywords: Data Mining; Classification; Education; Prediction. 
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In this study, the aim is to investigate the underlying reasons for the change in the health insurance 

fees. We describe data mining concept, its process, techniques and CRISP-DM which are an important 

concept in terms of data mining. We examine relations between variables by applying CRISP-DM 

process using health insurance data. We use CART, C4.5 decision tree algorithms and Neural 

Networks model in modeling phase. Meanwhile, we use cross-validation method in modeling 

evaluation phase. It is shown that C4.5 model is the most appropriate model with the highest 

validation rate. 

 

Keywords: CRISP-DM; Data Mining; CART algorithm; C4.5 algorithm; Neural Networks model. 

 

References     

[1] Singh, Y. and Chauhan, A.S. (2009). Neural networks in data mining, Journal of Theoretical and 

Applied Information Technology, Vol.5, No.1, pp.37-42. 

[2] Patil, N., Lathi, R. and Chitre, V. (2012). Comparison of C5 & CART Classification algorithms 

using pruning technique, International Journal of Engineering Research&Technology (IJERT), 

ISSN:2278-0181, Vol.1, Issue 4. 

[3] Kantardzic, M. (2011). Data Mining Concepts, Models, Methods and Algorithms, Second Edition, 

IEEE Press, A John Wiley&Sons, Inc. 

[4] Breiman, L. Friedman, J.H., Olshen, R.A., Stone, C.J. (1984). Classification and Regression Trees. 

Chapman & Hall, New York. 

 

 

 

 

mailto:pelin.kasap@omu.edu.tr
mailto:burcinseyda.corba@omu.edu.tr
mailto:tuba.celebi@hotmail.com


 

141 
*Presenter 

DETERMINATION OF THE FACTORS THAT AFFECT THE JOB SATISFACTION 

OF THE MEDICAL REPRESENTATIVES 

 

Burcu ORALHAN1* 

1Faculty Of Economics and Administrative Sciences, Numerical Methods, Nuh Naci Yazgan 

University, Kayseri, TURKIYE  

boralhan@nny.edu.tr  

Çağatay İBİLİ2 
2Faculty Of Economics and Administrative Sciences, Numerical Methods, Nuh Naci Yazgan 

University, Kayseri, TURKIYE 

cagatayibili@gmail.com 

 

Job satisfaction is vital for the firms. The fact that job satisfaction of the employees working in the 

firms is high maintains the employees who adopt the productivity growth, the firm loyalty and most 

importantly the purpose and objectives of the firm. There are individual, organizational and socio-

cultural criteria that affect job satisfaction. The measurement of job satisfaction is based on those 

criteria. The main aim of this study is to measure the job satisfaction levels of the medical 

representatives carrying on a business in the province Kayseri, to determine and prioritize the criteria 

affecting job satisfaction, to detect the relationship between those criteria and job satisfaction. The 

questionnaire content prepared in this direction consists of three parts. In this study was used to 

measure the demographic characteristics in the first part and the Spector Job Satisfaction scale in the 

second part. AHP, which is one of multi-criteria decision-making methods, was used to prioritize the 

criteria affecting job satisfaction. According to the study results, the mid-level job satisfaction was 

observed and the highest satisfaction criteria appeared as the job itself, the communication and the co-

workers. It was seen that there was a positive-directed relationship between 8 criteria determined 

based on the correlation analysis and the job satisfaction. According to ANOVA, it was seen that there 

was a statistical difference between the job satisfaction and the income groups and additional 

opportunities. The job satisfaction criteria the communication (%13,24), the director (%12,64), the job 

itself (%12,60), salary/wage (%12,26) and working conditions (%11,21) and other four factors 

(%38,05) were respectively prioritized by AHP method. By measuring job satisfaction, the sectors or 

firms shall learn the job satisfaction levels of the employees, and it shall be the basis of the studies and 

improvements which the firms shall make in the future. By this means, the job satisfaction levels 

determined shall be monitored throughout the years and shall be able to be used as a guiding means to 

improve the job satisfaction. The abstract should contain concise information about the study.  

Keywords: Medical representative; Job satisfaction, Spector scale, MCDM; AHP 
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Musculoskeletal diseases, especially caused by some physical factors at work, are the most important 

health problems related to work. In the business life, thanks to comfortable working environment, 

employees can fulfill their duties in the desired manner. By examining the factors that are necessary to 

achieve this environment, harmony of work and people is the main aim of the science of ergonomics. 

Establishing ergonomic working environments is one of the most important issues that companies in 

the manufacturing and service sectors are dealing with. 

Achieving ergonomic conditions from workplaces is a very important factor preventing the possible 

musculoskeletal and occupational diseases that develop over time while increasing the efficiency of 

the personnel, job satisfaction and customer satisfaction. Ergonomics studies; noise level, display 

brightness, tools and their dimensions, furniture, ventilation system, heat, humidity, lighting, etc. . 

This study was carried out in a call-center with an office-style working area operating in the Black Sea 

region. In the scope of the study, the literature was examined and the answers to the questionnaires 

prepared with the 5 likert scale were entered into the analysis program and evaluated. 

It has been determined that the vast majority (62%) of those working in the research are female, and 

that more high school and associate degree graduates work in terms of education level. It was found 

that 86% of the workers were between the ages of 20-30 and 66% were not smoking. According to the 

results of the survey, the employees' environmental conditions, working postures, tools and equipment 

used, and overall workplace design. 
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Nowadays, internet is the one of the most important mass media and its usage increases day by day. 

Though internet provides convenience, it causes many problems for users. In this study, it was aimed 

to determine internet addictive levels and which variables are related.  

The working group consists of 2016-2017 fall semester students of Ondokuz Mayıs University. 

Participants in the survey were randomly selected at faculty canteens where frequently  are used by 

students and Kurupelit campus area. 

According to the results; 19.8% of participants were 1st , 30% of 2nd, 22.5% of 3rd and 27.7% of 4th 

class students. According to the addictive analysis results, it was determined that 47.4% of the students 

in the campus were addicted and 52.6% were not. It was found that 57.4% of the addicted students 

always keep cell phones open to use their internet connections and the purpose of using internet is 

social media with 62.2% and e-mail with 19.3%. Besides, it has been determined that having 

scholarship and presence of internet facilities in their dormitory or houses have effect on students 

virtual addictive. 

 

Key Words: Internet addictive; Gender; Social network usage, Income level. 
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Studies on occupational health and safety vary according to the sectors. Employees in the health sector 

exposed to risks differ according to other sectors depending on their work conditions. Those 

Employees are exposed to occupational hazard such as waist, neck and back pain, injection injuries, 

stress and violence. All of these hazards lead to reduce work performance. Depending on increasing 

occupational  accidents, it effects negatively the safety of both patients and employees. 

In this study, the hazards and risks occurred  in the health sector have been determined by literature 

search and precaution to reduce risks are stated. Employees  are commonly faced dangers and risks in 

the health sector such as  biological, ergonomic, physical, chemical and psychosocial. 

Physicians, dentists, physiotherapists and nurses are have back pain problems in the musculoskeletal 

organization rather than average of society. Employees  who work in nuclear medicine, radiotherapy 

and radiology departments are exposed to radiation and accordingly affected.  Especially who works in 

the laboratory are adversely affected by various chemicals. Also, employed people in health sector are 

faced with pathogenic risks. Violence against health employe is a problem that needs to be considered.  

Awareness trainings to all partner will  positively  contribute to protection of the physical and mental 

health of health employees, work performances and increasing patient satisfaction. In addition, 

interdisciplinary studies to be carried out will contribute to resolve such problems. 

Key Words: Medicine; Worker health; Musculoskeletal problem; Risk. 
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For burn wound evaluation, the preliminary step is to find out the percentage of burn that the patient 

has. Especially in rural areas where there is lack of burn specialists, the assessment of burn wound is 

done by using image processing techniques performed on color images taken by mobile phones or 

digital cameras. First, the burn color image is segmented, then the segmented parts are classified as 

skin, burn or background, and finally the depth of the burn is tried to be predicted. If the images are 

taken based on a predefined protocol, it is also possible to estimate the percentage of burn that the 

patient has. The purpose of this paper is to propose a system for the preliminary step of burn wound 

evaluation in burn color images: separating burned skin form normal skin.  

 

In the first part of the proposed system, classification was done based on texture information obtained 

from RGB and LAB color spaces of burn color images. Texture was defined by using 13 Haralick 

features and 7 statistical histogram features (mean, standard deviation, smoothness, skewness, 

uniformity, kurtosis, modified standard deviation). A total number of 364 Haralick features and 49 

statistical histogram features were obtained from gray level co-occurrence matrix (calculated at 0, 45, 

90, and 135 degrees) generated on R, G, B, L, A, B and gray channels. The help of specialist surgeons 

has been taken to create a ground truth of 55 burn images. Various supervised pattern classifier 

methods such as k-nearest neighbor, Bayes, decision tree, random forest, gradient boosted tree, rule 

induction, auto MLP, generalized linear models, artificial neural networks and deep learning have 

been applied on skin burn images and a performance comparison of these methods has been made on 

the pre-labeled burn images. Training of the classifiers was done by using 50 of the burn images. A 

forward selection algorithm was performed on the first three best methods, and the classification 

method having the highest performance was obtained. In the second part of the proposed system, a 

segmentation procedure was proposed to segment the burn color images into regions. 5 images were 

used for testing. First, the color images were segmented into 10 regions using a multi-threshold 

algorithm. Then, a connected component labeling algorithm was applied to the segmented images, so 

that the number of regions in the images were increased. At the last step, the regions were evaluated 

by the classification method proposed in the first part of the paper, and the regions on the burn color 

images were classified as skin, burn, or background.  

 

Artificial neural network, deep learning and auto MLP were the best three classification methods to 

classify the burn images when all the features were included. After performing forward selection, 

neural network classifier with the selected features showed the highest performance (after 10-fold 

cross validation, calculated micro/macro averaged recall, micro averaged precision, macro averaged 

precision, micro averaged F-score and macro averaged F-score were 98.67%, 98.72 %, 98.99 %, 98.69 

%, and 98.78 %, respectively). In the best model, only the 2 burn regions in the color images were 

misclassified as skin regions. Feature selection process decreased the number of features from 413 to 

10, resulted with a simpler and higher performance model. For the segmentation part, 5 test images 

were first divided into regions and then classified by neural network model obtained in the first part of 

the proposed system. The average positive predictive value and the average sensitivity were 83.48 % 

and 80.02 %, respectively. 

mailto:erdinc.karakullukcu@ktu.edu.tr
mailto:usevik@ktu.edu.tr


 

150 
*Presenter 
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PERFORMANCE ANALYSES OF PHOTOVOLTAIC SYSTEMS AND PARABOLIC 

COLLECTORS USING SIMULATION PROGRAMES 
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The use of  Renewable Energy Sources (RES) are finding wide areas. The key reason for this is the 

increase of prices in fuel oils and other fossil based energy resources.  Another effect is the increase of 

global warming and pollution of the atmosphere.  Photovoltaic applications are finding place because 

of their reliability and economic formations to compare with other solar energy systems. On  the other 

case parabolic collectors are also another good selection for efficient RES. The key point for making 

the most suitable selection is their efficiency and their maintenance which is changing for different 

regions and conditions.  In this study a simulation program is developed to realize the electrical energy 

output of an defined photovoltaic system and a parabolic collector module with similar 

implementation costs[1]. Both systems are supposed to be implemented on Denizli/Kızıldere. The 

physical parameters of the parabolic collectors and the photovoltaic collectors can be defined and 

rearranged using  the user interface of the developed simulation program [2]. The incoming solar beam 

to the surface estimated using the Hottel’s Estimation Method. The first module of the developed 

simulation program will estimate the incoming solar beam due to the altitude, coordinate  and date-

time parameters[3]. These parameters can be defined by the user of the simulation program. A second 

developed module will calculate the output energy of the photovoltaic module and parabolic collector 

modules using their physical design parameters which can be defined from the user interface[4]. 

Graphical relations between the cost and efficiency of both RES are shown and discussed for different 

seasons.  

Keywords: Renewable Solar Energy Systems; Hottel’s Estimation Method; Photovoltaic Systems; 

Parabolic Ccollectors; C#.Net. 
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The odd Weibull distribution has attracted recent attention as lifetime data modeling since its hazard 

function can exhibit monotonic, unimodal and bathtub shapes. This paper focuses on the comparison 

of estimates of the odd Weibull distribution parameters obtained by different estimation methods: 

maximum likelihood, least-squares and weighted least-squares methods. Estimates are evaluated in 

terms of the bias and mean square error (MSE) through an extensive numerical simulation. According 

to the simulation results, it can be concluded that the least-square and weighted least-squares methods 

show good performances for most of the cases in terms of bias, while they are performing good in 

small number of cases with regards to MSE.  

Keywords: Odd Weibull Distribution; Maximum Likelihood; Least-Squares; Weighted Least-

Squares; Mean Squared Error. 
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Understanding the functioning of ecological systems consisting of a large number of strongly 

interacting units represents a major endeavour for scientists. To cope with the ecosystem complexity 

and large data sets available, ecologists nowadays have the opportunity to use machine-like learning 

techniques such as the artificial neural networks (ANNs). Artificial neural networks are non-linear 

mapping structures based on the function of the human brain. They have been shown to be universal 

and highly flexible function approximators for any data. Models for predicting the distribution of 

organisms from environmental data are widespread in ecology. This particular data set concerned the 

habitat preferences of four steppe bird species in Central Anatolia. Namely; skylark (Alauda arvensis 

Linnaeus, 1758), short-toed lark (Calandrella brachydactyla Leisler, 1814), lesser short-toed lark 

(Calandrella rufescens Vieillot, 1820), calandra lark (Melanocorypha calandra Linnaeus, 1766). The 

data has been collected from Tuzla Lake in Central Anatolia during breeding season. In field studies, 

the presence (1) or absence (0) of each bird species on a particular spot was recorded along with the 

environmental variables, and was used as dependent variable for models. There were 12 predictive 

variables. These were vegetation type, percent vegetation cover (%), stemheight (cm), water depth 

(cm), grazing, which was a semantic variable with 4 categories ranging from 0 (none) to 3 (extensive), 

and 6 satellite imagery bands. The images used were obtained from variables were TM1–5 and TM7. 

In this research was modelled the ability of artificial neural networks to predict the habitat preferences 

of the skylark, the short-toed lark, the lesser short-toed lark and the calandra lark in Central Anatolia, 

Turkey. The neural network model performed better than the logistic regression model in the presence. 

The bird distribution is similar in both the observation and the modeling. This response of the model to 

environmental variables and field observations shows similarities and indicates neural network 

modelling can be trusted. The vegetation type and stem height (cm) are the two most important 

dependent variables for models. ANN’s combined with geographic information systems (GIS) 

provided an effective method for modeling spatial distribution in data. 
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In these days Renewable Energy Sources (RES) are becoming increasingly more popular. The key 

reason for this is, perhaps, the increase of prices in fuel oils and other fossil based energy resources. 

Another effect is the increase of global warming. Photovoltaic applications are finding place because 

of their reliability and economic formations to compare with other solar energy systems.   

In this study a simulation program is developed to realize the electrical energy output of an 

photovoltaic system. The surface area of each photovoltaic panel in each module can be defined and 

rearranged using a developed user interface of the developed simulation program. The incoming solar 

beam to the surface of the photovoltaic panels are estimated using the Hottel’s Estimaiton Methode. 

The first module of the developed simulation program will estimate the incoming solar beam due to 

the altitude, coordinate  and date-time parameters. These parameters can be defined by the user of the 

simulation program. A second developed module will calculate the output energy of the photovoltaic 

module using the technical parameters of each photovoltaic panel, which can be defined from the user 

interface. Graphical analyses have been made to compare the energy outputs of the defined 

photovoltaic modules for different seasons.  

Keywords: Solar Energy Systems; Hottel’s Estimation Methode; Photovoltaic Systems; C#.Net. 
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For growth models, in addition to some classical growth models, I derived a new model.  In this study, 

I derived a new model by using this expression: “Growth models has generally sigmoidal shape. In 

this shape there is one inflection point. Until this inflection point the graph is convex that’s until this 

inflection point the growth rate is increasing. At this infection point the growth rate reaches maximum 

value. After this inflection point the graph is concave that’s after this inflection point the growth rate is 

decreasing.” Growth models Ire generally derived by using the last part of this situation. That’s 

Growth models were generally derived by using this expression: “Growth rate goes to zero when the 

time is too large or approaches infinity”. After introducing this new model, namely Korkmaz model, I 

applied two sets of data. In addition to Korkmaz model, I used growth models such as Logistic, Brody, 

Gompertz, and Von Bertalanffy. They are compared by using error sum of squares criteria. According 

to this criteria, it was seen that none of the models used has minimum error sum of squares for each 

data set. That’s while one model is the best model for one data set, that model could not be the best 

model for the other data set. Actually, Although Korkmaz model is not the best model for two sets of 

data by using error sum of squares criteria, Korkmaz model is one of the best models in this study. For 

that reason, use of Korkmaz model in addition to classical growth models in their studies on growth 

data was suggested to the researchers using growth models in their studies. 

Keywords: Growth Models; Korkmaz Model; Inflection Point 
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Estimating the problems that occur during or after forming is very important in terms of cost and time. 

The problems that will occur in forming processes are determined by modeling with the finite 

elements method. The accuracy of results of the analysis with the finite element method are only 

possible with the correct modeling. In this study, hardness measurement was tried to be modeled on 

duplex stainless steel sheets. The double-phase structure in the duplex stainless steel microstructure is 

photographed with a microscope and transferred to an image processing program. It was modeled in 

the ABAQUS finite element program by vectorising the image with image processing program. The 

results of the analysis were compared with the experimental results and it was seen that the results 

were consistent. 
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The link between economic development and education is undeniable. It is therefore a condition for all 

segments (male and/or female) of the community to be educated at the highest possible level for 

complete economic development. In this study, it is aimed to see the provincial effect of efforts to 

meet the lack of educated human resources, especially by the positive discrimination practices against 

women in recent years within the human population of our country and compare the educational 

efficiencies of provinces according to gender and total. 

For this purpose, two different models of DEA are used according to education level. Later, the results 

compared with Kruskall-Wallis Tests. 

It is seen that educational performance of provinces are significantly different according to genders. 

Hence, İt is concluded that more positive discrimination should be made in favor of women. 
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Sheet metals are used in many forms, such as car hoods, pots, pressure tanks and metal sink. In order 

to obtain the desired geometry, it is necessary to determine the forming limits of the sheet metals. For 

this reason, it is necessary to know the strains (amount of deformation) on the sheet metal after 

forming. In this study, image processing technique was used to determine the strain on the sheet metal. 

The circles were created by etching on the sheet metal surface. After the forming process, the ellipse-

shaped circles are photographed with a camera equipped with a macro lens. Photos transferred to 

computer are processed by MATLAB and strains are calculated. As a result, the forming limit diagram 

(FLD) was constructed with the obtained strain values. 
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In parametric methods, the parameters of the pre-determined model are estimated, while in non-

parametric methods the aim is to directly estimate the regression function. Non-parametric methods 

give more reliable results in cases where the number of data and number of variables large and loss 

data is available. In this study was mentioned about application steps of model and main concepts of  a 

non-parametric method MARS (Multivariate Adaptive Regression Splines). Also, the relationship 

between physical characteristics and gender on weight was examined. In this study as independent 

variables are gender, stature, arm length, shoulder width, neck width used, and as dependent variable 

is weight used. 

 

Keywords: MARS; Basic Function; Gender; Physical Characteristics. 
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In this paper, We analyzed surfaces family possessing an Mannheim partner of a given curve as a 

geodesic. Using the Frenet frame of the curve in Euclidean 3-space, we express the family of surfaces 

as a linear combination of the components of this frame, and derive the necessary and sufficient 

conditions for coefficents to satisfy both the geodesic and isoparametric requirements. The extension 

to ruled surfaces is also outlined. Finally, examples are given to show the family of surfaces with 

common Mannheim geodesic curve. 

 

Keywords: Geodesic Curve; Mannheim Partner; Frenet Frame; Ruled Surface. 
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In this paper, We analyzed surfaces family possessing an Mannheim partner of a given curve as a 

asymptotic. Using the Frenet frame of the curve in Euclidean 3-space, we express the family of 

surfaces as a linear combination of the components of this frame, and derive the necessary and 

sufficient conditions for coefficents to satisfy both the asymptotic and isoparametric requirements. The 

extension to ruled surfaces is also outlined. Finally, examples are given to show the family of surfaces 

with common Mannheim asymptotic curve. 

Keywords: Asymptotic Curve; Mannheim Partner; Frenet Frame; Ruled Surface. 
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Distribution of the species can be modeled in relation to climate data with Geographic Information 

Systems (GIS) in ecology. With modeling, the possible effects of climate change on the present and 

future distribution of species can be estimated, which is an innovative GIS-based method. This method 

is increasingly being used in bioinformatics. In this study, the distribution model of Red-fronted Serin 

Serinus pusillus (Pallas, 1811) which is resident in Turkey, with climatic parameters has been 

analyzed by Maximum Entropy Modeling (Maxent). To avoid highly correlated and redundant 

information, we performed Pearson correlation tests by using SPSS pocket programme for each of the 

environmental variables. According to the analysis results were used 9 environmental variables and 73 

different sampling for breeding period, 7 environmental variables and 21 different sampling data for 

wintering period in modeling. The most contributing environmental variables in modeling, and the 

different locations of the species have been used to determine the potential breeding and wintering 

distribution in accordance to a climate change scenario in Maxent. The area under of a ROC curve 

(AUC) for training data was obtained (0.993±0.001 for breeding period; 0.996±0.001 for wintering 

period). The present distribution is similar in both the observation and the modeling. The widespread 

breeding distribution is seen in the Southern, Northeast and Western Anatolia, the Aegean and 

Mediterranean Regions (Ilgaz, Uludağ, Western – Central Taurus, Erciyes, Engizek, Palandöken, 

Eastern Black Sea, Yalnızçam, Mesut, Arasgüneyi, Allahüekber, Süphan, Nemrut Mountains). The 

widespread wintering distribution is seen in the South and West Anatolia (Western – Central Taurus, 

Nur, Erciyes, Köroğlu, Sündiken, Uludağ ve Simav Mountains). The future modeling with different 

models is overlapping with each other. In the future it is predicted that it will have a gradually 

decrease and disappear in some regions breeding and wintering distribution than now. Seasonal 

temperature and precipitation are the most important environmental variables, contributing to at least 

65% of the models. 

Key words: Serinus Pusillus, Maxent, Ecological Niche Modelling, Bioinformatics, Turkey 
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The control of bud burst process depending on temperature is crucial factor in woody perennial plants 

to survive in unfavorable ecological conditions [1,2].  Although it has important economic and 

agronomic values, little information is available on the molecular mechanism of the bud burst process 

in Corylus avellana. Here for the first time, we conducted a de novo transcriptome-based experiment 

using eco-dormant leaf bud tissues collected from two hazelnuts genotypes altering in their bud burst 

time. Four transcriptome libraries were constructed from the leaf bud tissues and sequenced via 

Illumina platform. Transcriptome analyzes contained 86,542 unigenes with a mean length of 1,189 nt 

and an N50 of 1,916 nt. Among these unigenes, 63,854 (73,78%) of them were annotated by at least 

one database. In KEGG network, transcripts associated with the phenylpropanoid metabolism and 

phytohormone biosynthesis and signal transduction were enriched and they analyzed in terms of the 

leaf bud burst mechanism. Analyses of phytohormone-associated genes suggest important changes in 

responses to gibberellic acid, auxin, and brassinosteroids take place during bud burst. Approximately 

2,163 putative transcription factors were predicted, of which the largest number of unique transcripts 

belonged to the MYB transcription factor family. These results contribute to a better understanding of 

the regulation of bud burst genes in perennial plants.  

Keywords: Bud Burst; Dormancy; Hazelnut; Phenylpropanoid Metabolism; Phytohormone 

Biosynthesis; RNA-Seq 
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In this paper, we have studied on adapting to public key cryptography power Fibonacci sequence 

module m . To do this, we determine optimal problem of mathematical difficult problems which is 

used asymmetric cryptography. We have rearranged this problem by using power Fibonacci sequence 

module m  and by means of this sequences, we have made the mathematical difficult problem which 

is used only in prime modules is also useful for composite modules. Thus we have made this problem 

more difficult. Then we have constructed cryptographic system based on this more difficult problem 

which has rearranged. Hence, we have obtained a better cryptosystem. 

 

Keywords: Asymmetric Cryptography; Power Fibonacci Sequence Module m ; Discrete Logarithm 

Problem. 
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One of the most frequently used methods of evaluating the performance of units operating in today's 

intense competitive environment is efficiency analysis. The efficiency analysis represents how we can 

produce the best output with available input. It also helps to determine its place in the competitive 

environment where any unit. Commonly used methods for efficiency analysis are parametric 

stochastic frontier analysis (SFA) and nonparametric data envelopment analysis (DEA). The aim of 

this study was to model dependency structure of the same units efficiency values obtained from copula 

is to achieve a single efficiency score. Copulas reveals the dependence structure between random 

variables. Copulas are functions that uniformly distribute on univariate margins [0;1], and bind 

multivariate distributions to these univariate margins. Determining the dependency of the efficiency 

values with the copula method will increase our modeling power in the analysis. Therefore, copulas 

remove the problem of dimensionality in multivariate analysis and provide us with a single 

distribution parameter, thus allowing us to reach more concrete models. 
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Performance evaluation is one of the most highlighted elements in any performance management. 

Among many performance evaluation methods, data envelopment analysis (DEA) has been widely 

used to evaluate the relative performance of decision making units (DMUs). DEA produces a 

efficiency score of performance for each of DMUs. However, the DEA-based evaluation may suffer 

from lack of discrimination particularly when multiple DMUs are classified as efficient. Thus, the 

cross-efficiency evaluation method is suggested by Sexton et al. to overcome this inability of DEA in 

discriminating among efficient DMUs. In addition, the cross efficiency method has some deficiencies 

as the cross efficiency scores depending on the optimal input-output weights obtained by classical 

DEA may not be unique. Therefore, a new selection of weights method in cross evaluation based on 

goal programming is proposed for DMUs in this study. Furthermore, efficiency of international 

airports in Turkey is examined by using DEA based on goal programming. 
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The aim of this study is to determine to what extent the academicians, who are the one of the leading 

stakeholders of the education world, differ in terms of demographic characteristics while making 

contact with their environment by using statistical techniques.  

Human being is a collectively living creature. Communication, therefore, constitutes an inevitable and 

important dimension of human life of the human being who is a social entity. Each one living in a 

society is in communication with each other, whether they are aware or not. People communicate 

emotions, thoughts and dreams, and their problems to each other in communication [1] 

Communication means the unilateral or mutual sharing of feelings, thoughts, knowledge or behaviors 

between two or more people or groups of people. While making these exchanges, various types are 

used. Among these types there are four types mentioned below: 

1) Communication with language, 

2) Communication with mimics, 

3) Communication with figures and drawings, 

4) Communication with signs. 

As a result of the information provided above, the data were collected from 408 academicians via 

survey method by making use of simple random sampling. It was determined that what type of 

differences the academicians have when making contact their environment in terms of demographic 

characteristics such as gender, age, educational status, marital status, etc. SPSS package program was 

used during the analysis phase. 

Keywords: Statistical Techniques; SPSS; Communication Skills. 

References     

[1] http://urlkisaltma.com/7Zl1M. (Acessed: 15.10.2017) 

 

[2] Jones, C. M. (1999). Shifting sands: Women, men, and communication. Journal of 

Communication, 49, 148-155.  

[3]  Buckman, R. (2001). Communication skills in palliative care. Neurologic Clinics, 19(4), 989-

1004. 

http://urlkisaltma.com/7Zl1M


 

171 
*Presenter 

 

[4] Schulz, B. (2008). The importance of soft skills: Education beyond academic knowledge, Journal 

of Language and Communication, June, 146-154. 

 

[5] Black, K. A. (2000). Gender differences in adolescents’ behavior during conflict resolution tasks 

with best friends. Adolescence, 35(139), 499-512. 

 

[6] Johnson, D. W. (1996). Reaching out: Interpersonal effectiveness and self-actualization, 6th ed. 

Boston, Allyn & Bacon. 

 

[7] Nelson-Jones, R. (2002). Essential counselling and therapy skills: The skilled client model. 

London: SAGE Publications Ltd. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

172 
*Presenter 

ON HERMITE-HADAMARD TYPE INEQUALITIES WITH RESPECT TO THE 

GENERALIZATION OF SOME TYPES OF S-CONVEXITY 

 
Mehmet KUNT1 

1Department of Mathematics, Faculty of Arts and Sciences, Karadeniz Technical 

University, 61080, Trabzon, Turkey 

mkunt@ktu.edu.tr 
İmdat İŞCAN2 

2Department of Mathematics, Faculty of Arts and Sciences,, Giresun University, 

28100, Giresun, Turkey  

imdat.iscan@giresun.edu.tr  

Sercan TURHAN3* 
3Department of Mathematics, Faculty of Arts and Sciences, Giresun University, 

28100, Giresun, Turkey  

sercan.turhan@giresun.edu.tr  

 

In this paper, the authors give a new concept which is a generalization of the concepts s-

convexity,GA-s-convexity, harmonically s-convexity and (p; s)-convexity establish some new 

Hermite-Hadamard type inequalities for this class of functions. Some natural applications to special 

means of real numbers are also given. 

Keywords: Mφa-S-Convex Function; Hermite-Hadamard Type Inequality. 
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In this paper, This article deals with the different classes of convexity and generalizations. The authors 

reveal the new generalization of the definition of convexity that can reduce many order of convexity 

and constitute some new Hermite-Hadamard type inequalities for this class of functions. 

Keywords: Mφa Convex Function; Hermite-Hadamard Type Inequality. 
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It is known that smaller generalized cross validation (GCV) is better within the scope of the predictive 

model constructed by means of MARS algorithm, which is also recognized as a non-parametric 

regression analysis technique. In literature, there is no information about what an upper bound of GCV 

is in obtaining good fit for the MARS predictive model.  This article presents a new approach for the 

upper bound of generalized cross validation in relation to multivariate adaptive regression splines as a 

perfect alternative to multiple linear regressions in agricultural studies. For predicting a continuous 

response variable, the agricultural data set was exposed to MARS algorithm. The package “earth” of R 

free software was implemented with “penalty = -1” and “a backward pruning method”. Thus, GCV is 

transformed into a convenient form like RSS/n where RSS is residual sum of squares and n is sample 

size. In this context, we developed a new solution from sample’s variance and mean for hypothesis 

testing in the upper bound of GCV, which enables analysts to estimate an upper bound of GCV 

corresponding to a good fit. 

As a result, it is hoped that predicting the upper bound of GCV will be a practical tool for further 

analysts studying MARS topics. 

Keywords: MARS; GCV; GCV Upper Bound; Hypothesis Testing. 
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Let : n nf E E  be an isometric immersion provided ( )f M M  where M and M  are  1n  

dimensional Riemannian manifolds. We study the discriminant of the second fundamental form and 

also being   isotropic of the Riemannian manifolds if f  is a connection preserving map. 

Keywords: Discriminant of the Second Fundamental Form; Connection Preserving Map;  

Isotropy. 
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This study aims to investigate the effect of different normalization techniques on neuro computing 

ammonia emission estimation accuracy in poultry building.  To this end, a total of 110 air temperature, 

relative humidy and air velocity measurements were used as inputs for ammonia estimation. Data was 

divided into training (70 %) and testing (30 %) data sets for development and validation of models. 

For data used in this study normalization, all data were scaled as Min-max, Basic, Z score and D-min-

max normalization techniques. Determination coefficient (R2), root mean square error (RMSE) and 

mean absolute error (MAE) were used to evaluate models. The D-min-max (0.6-0.8) normalization 

technique gave best results with a Multi-layer perceptron (3-5-1) model having RMSE, MAE and R2 

values in the range 1.30 ppm, 0.94 ppm and 0.88 respectively.  
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In this study, we generalize the concepts of convexity, strict convexity and uniform convexity in the 

sense of Non-Newtonian calculus. Agarwal, O’regan & Sahu [2] and Castillo & Rafeiro [3] have 

studied the strict convexity and uniform convexity properties of 
pl  sequence spaces where 1 p   . 

The main aim of this study is to obtain the Non-Newtonian convexity, Non-Newtonian strict convexity 

and Non-Newtonian uniform convexity properties of the Non-Newtonian sequence spaces  pl N  by 

using the methods in [1], [2] and [3]. 

 

Keywords: Non-Newtonian Convexity; Non-Newtonian Strict Convexity; Non-Newtonian Uniform 

Convexity. 
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The aim of this presentation gives compatible maps 𝛽 −type on fuzzy metric spaces. Also, we 

examine relationships between these maps and compatible maps with examples and finally, we prove 

the common fixed point theorem for these maps. 

 

Keywords: Fuzzy Metric Spaces; Compatible Maps; Fixed Point.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     

 

References     

[1] Zadeh, L. A. (1965). Fuzzy sets. Inform. ve Control. 8, 338-353. 

[2] Cho, Y. J., Pathak, H. K., Kang, S. M. & Jung J. S. (1998). Common fixed points of compatible 

maps (𝛽) on fuzzy metric spaces. Fuzzy Sets and Systems. 93, 99-111. 

[3] Grabiec, M. (1988). Fixed points in fuzzy metric space. Fuzzy Sets ve Systems. 27, 385-389. 

[4] Kütükcü, S., Turkoglu,D. & Yıldız, C. (2006). Common fixed points of compatible  (𝛽) on fuzzy 

metric spaces. Commun.Korean Math.Soc. 21, 89-100. 

[5] Jungck, G. (1976). Commuting mappings and fixed points. Amer. Math. Monthly. 83, 261-263. 

[6] George, A. & Veeramani, P. (1994). On some results in fuzzy metric spaces. Fuzzy Sets and 

Systems. 64, 395-399. 

[7] Mishra, S. N., Sharma, N. & Singh, S. L. (1994). Common fixed points of maps fuzzy metric 

spaces. Internat.J.Math.Sci. 17, 253-258. 

[8] Sessa, S. (1982). On weak commutativity condition of mappings fixed point considerations. Publ 

Inst.Math.Beagrad. 32: (46), 149-153. 

[9] Cho, Y. J. (1997). Fixed points in fuzzy metric spaces. J.Fuzzy  Math. 4, 949-962. 

[10] Schweizer, B. & Sklar, A. (1960). Statistical Metric Spaces. Pasific Journal of Mathemetics. 

(10):1, 313-334. 



 

181 
*Presenter 

COMPARISON OF PREDICTIVE PERFORMANCES OF MARS AND CART 

ALGORITHMS THROUGH R SOFTWARE 

 

Ecevit EYDURAN1 
1Agricultural Faculty, Department of Animal Science, Biometry Genetics Unit, Igdir University, Igdir, 

Turkey  

 ecevit.eyduran@gmail.com 

Ahmet Erhan KARAHAN2 
2Agricultural Faculty, Department of Animal Science, Biometry Genetics Unit, Ege University, İzmir, 

Turkey  

 ahmet.erhan.karahan@ege.edu.tr 

Cem TIRINK3* 
3Agricultural Faculty, Department of Animal Science, Biometry Genetics Unit, Ondokuz Mayis 

University, Samsun, Turkey  

cem.tirink@gmail.com 

Mete TÜRKOĞLU4 
4Republic of Turkey Ministry of Forestry and Water Affairs, General Directorate of Nature Protection 

and National Parks, Iğdır, Turkey  

mete_turkoglu@yahoo.com 

Mohammad Masood TARIQ5 
5Centre of Advanced Studies in Vaccinology and Biotechnology, University of Balochistan, Quetta, 

Pakistan  

tariqkianiraja@hotmail.com 

 

Within the framework of general linear model, there is lack of information on comparatively 

examining data mining algorithms viz. CART, CHAID, C5.0, Exhaustive CHAID, MLP, RBF and 

particularly MARS, which derives a convenient prediction equation. All of the algorithms can be more 

informative than a classical method like multiple linear regressions in the violation of some 

distributional assumptions in relation to variables to be studied. The aims of the current investigation 

were to comparatively examine MARS and CART algorithms and multiple linear regressions through 

R free software in terms of general linear model and to present how to step-by-step use R software in 

the application of these statistical approaches. MARS data mining algorithm also used as an 

alternative to response surface method in optimization process has been examined in detail in 

generalized cross validation for the first time. In the R software, “penalty = -1” and “a backward 

pruning method” were specified for MARS. Thus, GCV is converted into RSS/n where RSS is 

residual sum of squares and n is sample size. Model evaluation criteria estimated to compare these 

three approaches were R2, R2
ADJUSTED, SDRATIO and Pearson correlation between predicted and actual 

dependent values. 

As a result, the current investigation will be a noble reference for researchers who will perform similar 

studies in next time.   

Keywords: CART; MARS; Tree-Based Algorithm; Linear Regression. 
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Many complicated problems in economics, engineering, the environment, social science, medical 

science and many other fields involve uncertain data. These problems which one come face to face 

with in life cannot be solved using classical mathematic methods. In classical mathematics, a 

mathematical model of an object is devised and the notion of the exact solution of this model is 

determined. Because of that the mathematical model is too complex, the exact solution cannot be 

found. There are several well-known theories to describe uncertainty. For instance fuzzy set theory, 

rough set theory and other mathematical tools. But all of these theories have their inherit difficulties as 

pointed out by Molodtsov [5]. To overcome these difficulties, Molodtsov introduced the concept of 

soft set as a new mathematical tool for dealing with uncertainties that is free from the difficulties 

affecting existing methods. In this study, we introduce lattice structure of the soft set theory. We give 

notion of soft lattice and obtain some basic properties of it. We also investigate structures of soft 

distributive lattice and soft modular lattice. Moreover, we define soft lattice homomorphism, and then 

give theorems concerning homomorphic image and homomorphic pre-image under a soft function. 
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Irrigation water quality is usually assessed through SAR and EC values presented in a graph 

developed by United States Salinity Laboratory (USSL). Since the irrigation quality parameters do not 

imply net values, there is flexibility between the limits of each water quality class. Irrigation water 

quality is expressed as a class rather than a numerical value based on EC and SAR. The present study 

uses fuzzy logic approach to assess the irrigation water quality by taking EC and SAR values 

measured by Electrical Power Resources and Survey and Development Administration in 10 stations 

over Western Mediterranean Basin between the years 2003-2008. Mamdani method was compared 

with traditional graphical method.  
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In this study, artificial neural network (ANN) models were developed to predict soil temperatures at 5, 

10, 20, 30, 50 and 100 cm depth in the Middle Black Sea region of Turkey.  The soil temperature and 

other meteorological parameters were obtained between the years of 1971 and 2015 by the Turkish 

State Meteorological Service (TSMS). To evaluate the average monthly soil temperature, three input 

parameters (depth of soil, air temperature and month) were used. The obtained 540 data were divided 

into training (240 data), testing (120 data) and validation (180 data) sets during neuro computing. The 

results of ANN model were compared with measured data on the basis of determination coefficient 

(R2), root mean square error (RMSE) and mean absolute error (MAE) in order to evaluate performance 

of developed model.  The ANN model for all data sets gave best results with R2, RMSE and MAE 

values in the ranged 0.854-0.994, 0.240-3.745 oC and 0.011-2.333 oC, respectively.  

 

Keywords: Artificial Neural Networks; Soil Temperature; Black Sea Region; Meteorology 
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In this paper, we prove a fixed point theorem for contractive mappings in the complete A metric 

spaces. Furthermore we obtain the existence and uniqueness of solution for an ordinary differential 

equation with an initial condition using this theorem. 

Keywords: A-Metric; Fixed Point; Differential Equation. 

 

References    

[1] Abbas, M., Ali, B., & Suleiman, Y. I. (2015). Generalized coupled common fixed point results in 

partially ordered A-metric spaces. Fixed Point Theory and Applications, 2015(1), 64.  

[2] Abbas, M., Ali, B., & Suleiman, Y. I. (2016). Unification of several distance functions and a 

common fixed point result. Fixed Point Theory and Applications, 2016(1), 6.  

[3] Fernandez, J., Saelee, S., Saxena, K., Malviya, N., & Kumam, P. (2017). The A-cone metric space 

over Banach algebra with applications. Cogent Mathematics, 4(1), 1282690. 

[4] Mlaiki, N., & Rohen, Y. (2017). Some Coupled fixed point theorems in partially ordered A (b)-

metric space. Journal of Nonlinear Sciences and Applications, 10(4), 1731-1743. 

 

 

 

 

 

 

 

mailto:handeposul@kilis.edu.tr
mailto:elifaydin@omu.edu.tr
mailto:skutukcu@omu.edu.tr


 

188 
*Presenter 

DEVELOPMENT OF AN ANDROID BASED DATA LOGGING SOFTWARE FOR 

ENERGY PROCUTION AND CONSUMPTION AT SMART HOMES 

 

Fatih ISSI1,  
1Vocational High School, Electronics and Automation Department, Cankiri Karatekin University, 

Cankiri, Turkey  

fatihissi@gmail.com   

Mustafa KARHAN2* 

2Vocational High School, Electronics and Automation Department, Cankiri Karatekin University, 

Cankiri, Turkey 

mustafakarhan@gmail.com    

Orhan KAPLAN3 
3Technology Faculty, Electrical and Electronics Engineering Department, Gazi University, Ankara, 

Turkey  

okaplan@gazi.edu.tr  

 

The use of alternative energy sources by individual users in homes is increasing rapidly. In the 

direction of developing technology and increasing opportunities, consumers are able to satisfy their 

energy needs by using solar and wind energy in their houses. By calculating the installed power of the 

house, the required energy is produced and stored by using solar panel or wind turbine at a low cost. 

The stored energy can be used as a priority, but if it is not enough, electric grid energy can be used. 

Past energy production and consumption records are very important in order to estimate the amount of 

energy needed in the future, infrastructure improvement and efficient use of energy. At this point, the 

data of produced and consumed energy by the user must be archived. In this study, a recording, 

visualization and control system of intelligent home system is designed which uses solar and wind 

energy resources and records and manages energy consumption of each device. An energy recording 

software has been developed to record the amount of instantaneous energy production of each energy 

source and the instantaneous energy consumption of all devices. The software is developed using 

JAVA programming language. Through this software, all energy quantities are recorded hourly, daily, 

monthly and annually, and retrospective evaluations can be made. All the data obtained is stored in a 

MySQL database on a server and can be easily accessed from anywhere in the world at any time. An 

Android-based smartphone software has also been developed to allow remote control of the smart 

home. The control is carried out using a wireless smart plug that is connected to each device. With the 

mobile software, user can have the ability to prepare for future capacity changes and view the 

individual energy consumption of any device in the house. If the user thinks it is necessary, the energy 

of this device can be turned off remotely. A database of energy production and energy consumption 

for renewable energy sources in a smart house has created through this study. These records, which 

can be used in many future works, provide the opportunity to estimate regional energy production. In 

addition, data will be provided to predict future energy demand of the user by obtaining the energy 
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usage profile. A data recording infrastructure supporting energy efficiency has been created to 

encourage the user to use energy conservatively. 

 

Keywords: Energy Consumption Database; Future Energy Prediction; Data Logging; 
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Engineering education consists of two parts as theory and practice. The importance of applications as 

well as theoretical training is very high, but it is difficult to provide a separate set of experiments for 

each student in laboratory applications. For this reason online laboratory systems are being developed. 

In this study, torque analysis was performed by keeping constant the voltage / frequency (V / F) ratio 

of the asynchronous motor. A frequency converter is used to control the motor for torque analysis. The 

control of the frequency converter was made via a computer. The user interface required for computer 

control is designed using MATLAB GUI. The communication between the designed GUI software 

and the frequency converter is provided using the USB communication protocol. In order to provide 

USB communication and to control the equipment of the experimental set, a control circuit is 

prepared. In addition, the parameters required for torque analysis operations were obtained with the 

prepared measurement circuits and transmitted to the control circuit. Obtained data was transferred to 

the computer and necessary calculation and graphic drawing operations were performed. Thus, an 

experimental set designed by a user who controls the system from the MATLAB GUI interface can 

visualize the effect of torque change of the asynchronous motor on power change. By using the 

developed experimental set, the effect of asynchronous motor torque on energy efficiency will be 

visually interpreted. 
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Decision support systems have been using in burn diagnosis, as in many medical fields. The World 

Health Organization reported that the annual number of deaths caused by burn wounds was 180.000 in 

2017. Hence, it is important to develop helper utilities for burn wound diagnosis. 

There are many parameters needed to be determined in the planning of burn wound treatment. Percentage of burn is the one 

of the most important parameters. In this study, fuzzy clustering methods have been used to determine the burn / normal skin 

regions in order to determine this burn percentage. In this study, we selected 10 sample images were from the 

burn wound image dataset of the patients who applied to the burn unit of the Karadeniz Technical 

University Faculty of Medicine Farabi Hospital. The optimal number of clusters for the selected 

sample images was calculated using fuzzy cluster validity indices for all clusters within C = [2, 20]. In 

addition, experiments were performed on RGB, HSV, LAB, YCbCr color spaces and the results were 

compared to determine the effect of color space on the performance of the fuzzy clustering approach. 
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In this paper, we study modules with the properties 
*E   and 

*EE   which are adapted from 

Zöschinger's properties (E) and (EE). We call a module
*E  - module (respectively 

*EE  -

module) if M has a δ-supplement (respectively ample δ-supplement) in every δ-coatomic extension N, 

i.e. (N/M)  is δ-coatomic.We prove that every direct summand of 
*E  -modules is a 

*E  -module 

and every submodule of a 
*EE  -module is a 

*E  -module. We showed that if a ring R is left δ-

perfect , then every left R-module is a 
*EE  -module. We also prove that over a left hereditary ring, 

every factor module of a δ-coatomic 
*E  -module is a 

*E  -module. 
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Home health care (HHC) is a wide range of health care services given by skilled professionals to 

patients in their homes.  HHC provides better service to patients in the convenience of their home as 

well as reduces the demand for the hospitals which in turn prevents so many problem. HHC is rapidly 

growing service industry due to population ageing.  

One of the major problem in HHC is to assign professionals to patient home and to find routes such a 

way that some performance measure is improved. This problem is called home health care routing and 

scheduling problem (HHCRSP). This problem has been studied from different perspective in the 

literature. However, each research deals with a unique case so there is no common ground to compare 

these research. In these study we give detailed literature review of the problem and group the studies 

based on the objective functions, constraints, methods in order to identify further research topics. 
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The queueing systems that can be represented by a set of states in which the sojourn time is 

exponentially distributed are called Markovian queues. When the states are arranged in a linear form 

and the transitions are only to nearest neighbors, the process is called a birth-death process; the 

transition rate matrix is block diagonal and geometric method can be used in such case. In both cases, 

a limited number of boundary states that do not meet the transition restriction to nearest neighbor 

states can be handled. The standard method for solving advanced Markovian models is the z-transform 

approach which we shall consider in this study. Although the z-transform approach is sometimes 

considered to be an analytic as opposed to a numerical procedure, it is not entirely analytic because, 

the roots of a polynomial equation frequently must be found numerically and used in various formulas. 

In this paper a study on the z-transform and inversion process of the transform is given. Some 

examples of the z-transform are given and finally the M / M / 1 queue is solved using z-transform. 
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We define a Bertrand-B curve in Riemannian manifold M  such that there exists an isometry   of M

, that is,    ( ) , ( )s X s t s    and the binormal vector of another curve   is the paralel vector of 

binormal vector of   at corresponding points. We obtain the conditions of existence of a Bertrand-B 

curves in the event 
3E , 3S  and 

3H  of M .  The first of our main results is that the curve   in 
3E  is 

the Bertrand-B curve if and only if it is planar. Second one, we prove that the curve   in 3S  with the 

curvatures 1 , 2  is the Bertrand-B curve if and only if it is satisfies 
2 2

1 2 1   . Finally, we state that 

there not exists the Bertrand-B curve in 
3H . 
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Sound is defined as the hearing sense of an acoustic surgeon. In spite of most animals has ability of 

using various sounds to expressing their feelings, human can transform these sounds into utterance. 

Whenever an utterance is spoken, some information about the speaker is carried by the speech signal 

in addition to the message occurs from meaningful words and sentences. Automatic extraction of these 

information may be a leading task in some cases like judicial cases, call center management etc. 

Besides the speakers’ gender and age estimation is a common research area for speaker recognition 

researchers, speakers’ height estimation is also remarkable. Speaker recognition could be dealt with 

four main stages as preprocessing of data, feature extraction from data, feature normalization and 

training the decision making model. In spite of normalizing is not a must for speaker recognition, it is 

important to reduce the negative impact of environmental disputes. The used feature vectors in this 

study are extracted from 630 speech sample belongs to 630 speakers in TIMIT dataset and the length 

of it is reduced with principal component analysis. After this step, they are normalized with seven 

different normalizing techniques by using four different regression method to estimate speakers’ 

heights with and it is examined their effects to success rate for speakers’ height estimation. These 

normalizing techniques are Max-Min Normalization, Z-Score Normalization, Sigmoid Normalization, 

Standart-Deviation Normalization, Short-time Mean and Variance Normalization, Short-time Mean 

and Scale Normalization and D-Max-Min Normalization. Multi-Layer Perceptron, Linear Regression 

and Sequential Minimal Optimization Regression methods are used. After each combination of 

normalization and regression methods have tried, results show the pair that gives best success rate as 

8.1271% Root Mean Square Error is sigmoid normalization with additive regression. But when 

comparing success rates of additive regression for non-normalized features, it is seen that both model 

has absolutely same rate of estimation success. When the success rates of each regression method with 

normalized features are compared to the success rate of regression model with non-normalized 

features, it is deduced that normalizing features does not cause a remarkable positive effects on the 

success rate of estimation. According to this results it could be said that by using the normalizing 

features with any of normalizing techniques is not feasible for speakers’ height estimation problem.     
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In this work, we give some new results in the case of differentiable functions whose derivatives belong 

to  𝐿𝑃[0, ∞) and  𝐿∞[0, ∞)  related to Chebyshev funcional via generalized fractional integrals. The 

results presented here would provide extensions of those given in earlier works. 

Keywords:  Fractional Integral Operators; Katugampola Fractional Integral Operators; Chebyshev 

Functional. 
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Human has an ability to transform sound into speaking language by changing it in mouth and throat. 

The message is transmitted to listeners by this way. But some tracks about speakers’ physical and 

mental information are also transmitted alongside the message. Automatic estimation of these speaker 

information has an importance especially call centers and judicial authorities for some cases. Although 

estimating speakers’ age, gender and psychological state is commonly researched, another research 

subject in this area is speakers’ height estimation.  In this study, four different regression methods and 

Sigmoid Normalization are used to estimate speakers’ height and results are compared. These four 

regression methods are Linear Regression, Sequential Minimal Optimization Regression, Additive 

Regression and Multi-layer perceptron. For this purpose, Mel Frequency Cepstral Coefficient (MFCC) 

features are extracted from 630 speech sample from TIMIT dataset. Than principal component 

analysis is applied to MFCC features to reduce and standardize feature dimension. After this two 

steps, success rate of each four regression models were investigated. Results shows that Additive 

Regression method has the best accuracy with 8.1271% Root Mean Square Error (RMSE) and the 

second best regression method was Lineer Regression with 8.7865% RMSE while multi-layer 

perceptron were the worst one with 11.032% RMSE.  
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Mastitis; is an inflammation of mammary gland that is generated by microorganisms and, causing 

great economic loss for the dairy industry. Subclinical mastitis is defined as a latent form that does not 

show any signs on the milk and mammary gland but reduces milk yield and quality significantly. 

Meta-analysis is the method of combining the results of multiple independent studies in a given 

subject and making statistical analysis of the research findings obtained. In this way, there is a chance 

to increase the reliability of the results and to make the results clear by the increase the number of 

samples. In this study, it was aimed to synthesize the results of studies done in various countries in 

recent years about the prevalence of subclinical mastitis in Holstein cows by using meta-analysis 

method, to determine heterogeneity and to determine common prevalence. The publications on the 

prevalence of subclinical mastitis in Holstein cows in the past 10 years were used as a material. Of the 

400 studies evaluated, 29 cow-based studies and 24 udder quarter-based studies were included in the 

meta-analysis. In the analysis, subclinical mastitis results of a total of 9720 head cows and 27012 

quarter were evaluated. The random effect model (Der-Simonian Laird method) was used in the meta-

analysis for subclinical mastitis in the study. The random effect model takes into account the variances 

of both within study and between the studies, and assumes that there is a difference in effect size 

between all studies. Meta-analysis was performed with Comprehensive Meta-Analysis Software 

(CMA). As a result of the study, significant heterogeneity was found between both cow and quarter 

based studies (Cow based: Q=949.837, df=28, p<0.001), quarter based: Q=2918.362, df=23, 

p<0.001). Using the random effect model, the common prevalence of subclinical mastitis was 46.9% 

(95% CI: 40.6; 53.4%) in cows and I2: 97.1 % and
2 : 0.477; In the case of quarter-based studies, the 

prevalence of joints was 30 % (95% CI:23.3; 37.7%), with I2: 99.2 % and
2 : 0.715. The reason for 

the high prevalence of subclinical mastitis is due to the high prevalence of cow-based studies in India, 

Turkey, China, Iraq, Argentina, Ethiopia and Lithuania, and the high prevalence of quarter-based 

studies in Lithuania, Ethiopia, Korea, Iran, Turkey, Romania and India. In conclusion, it has been 

concluded that systematic screening of a large number of research items through meta-analysis may be 
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an effective tool for developing subclinical mastitis control strategies and will be a source for future 

studies. 

Key words: Meta-Analysis; Subclinical Mastitis; Cows; Udder Quarter 
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The purpose of this study is predicting of truncated total least squares (TTLS) approximations to data 

using rational functions. The main problem of the nonparametric regression is to modelling the 

functional relationship between explanatory and response variables. Here, true functional relationship 

is presented by nonparametric function f. The key idea is to estimate the unknown function f. In this 

case, the Pade approximation of the function is derived from a constrained least squares minimization 

problem with regularization (Zhang et al., 2010). TTLS is used for to overcome the ill-conditioned 

linear systems (Fierro et al., 1997 and Sima and Huffel, 2007).To realize the purpose of this study and 

to see how the method works simulation study is made and results are presented. 
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Most of meta-analytic studies just like Reliability Generalizations (RG) suffer from publication bias 

since favorable resulted studies have more tendencies to be published. Therefore, conclusions drawn 

from studies unheeding this bias can be deceptive. Funnel plots as an illustrative tool play a crucial 

role to uncover such bias, however significance can be tested by some methods of which the most 

known ones are Beg and Mazumdar’s (1994) rank test and Egger et al.’s (1997) regression test. By 

this study, we put forth some conflicting results on significance of the above tests such that different 

transformation methods commonly used in RG studies to normalize coefficient alpha produce different 

levels of significance in most of the time and cases. This means that depending on the choice of any 

transformation, one could claim his publication biased study as non-biased. To explain such 

contradiction, we performed a simulation of likert type data for various cases in which the 

heterogeneity was taken into account on sampling. The results suggest that the use of the method 

based on Hakstian and Whalen (1976) transformation is much better in many cases to reveal 

publication bias while the Bonett (2002) based one failed to indicate biasness in most heterogeneous 

cases. 
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The number of people living in cities is increasing every year, so the population is increasing 

regularly. Zoning plans are made to answer needs of humans who will lived in planning areas. Zoning 

plans include living areas, roads, hospitals, schools and religious facilities etc.. As development plans 

are prepared, how many people live and what they need will be considered here. The technical and 

social infrastructure and the location of them are important to meet the needs of people. For the 

creating better life conditions and high quality living areas, roads, hospitals, schools, shopping areas, 

green fields, transportation stops, place of worship etc. must be accessible for the all types of people. 

In this study density areas identified and then pedestrian accessibility of social and technical 

infrastructures determine with spatial analysis in GIS. Pedestrian accessibility in the specific time for 

tramway stops, community clinics, schools, religious facilities determined in according to population. 

Some suggestion were done for location of the social and technical infrastructure in new zoning plans. 
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Sentiment analysis or opinion mining is one of the major application of natural language processing. 

Sentiment analysis is mainly thought as identifying writer’s opinion from given text [1]. Sentiment 

analysis is mostly studied on social media data. Twitter data is mostly messy as they contain emojis, 

links and other non-affective data. Though, sentiment analysis using twitter data is quite challenging. 

In this study, we collected Turkish tweets on ‘iphone’ topic using twitter streaming API. Links, 

emojis, hashtag sign (#), etc. are removed from the collected data. Clean data is sent to Microsoft 

Azure Text Analytics API for labeling. We used Convolutional Neural Networks (CNN) on Keras 

deep learning library with tensorflow backend. Words are vectorized using word2vec and given as 

input. Naïve Bayes method is also applied. With CNN, 0.69 test accuracy and with Naïve Bayes 0.64 

test accuracy is achieved. 
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Loss on ignition of cement is a quality control test carried out according to TS EN 196-2 standard at 

the laboratories of State Hydraulic Works in Turkey to measure the amount of moisture or impurities 

lost when the cement sample is ignited under the specified conditions. Measurement uncertainty is a 

significant subject for all measurement fields. No measurement results can be interpreted correctly 

without the associated uncertainty. Analysts need to know how large the uncertainty is so that they can 

make appropriate allowances, or they need assurance that the associated uncertainty is small enough 

for accurate results. Laboratories accredited to ISO/IEC 17025 or related standards such as ISO 15189 

are responsible for determination of measurement uncertainty in their tests to give their customers. 

Thus, in this study, an example calculation for measurement uncertainty in analysis of loss on ignition 

of cement was performed. All the calculation were done according to EUROCHEM Guide - The 

Fitness for Purpose of Analytical Methods and Quantifying Uncertainty in Analytical Measurement. 

Sources of uncertainty in the test were determined as conformity, repeatability, recovery and 

equipment uncertainties. Fishbone analysis was performed for calculation. Experiments were repeated 

by two analysts to find individual uncertainty. Repeatability of results found by these two analysts was 

compared by F-test with 95% confidence interval. Relative standard uncertainties were calculated for 

each parameter contributed to total measurement uncertainty. Finally, total measurement uncertainty 

and expanded measurement uncertainty (k=2) were calculated with 95% confidence interval. 

Keywords: Loss on Ignition of Cement; Fishbone Analysis; F-Test; Measurement Uncertainty. 
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Nitrogen is a critical parameter for water quality. Analysis of nitrogen in water was performed to 

STMD standard at the laboratories of State Hydraulic Works in Turkey. Measurement uncertainty is a 

crucial issue for all measurement fields. Knowing measurement uncertainty makes analysts be sure for 

accurate results. Laboratories accredited to ISO/IEC 17025 or related standards such as ISO 15189 are 

objected to calculate measurement uncertainty in their tests to give their customers. Hence, in this 

study, an example calculation for measurement uncertainty in analysis of nitrogen in water was done. 

All the calculation were carried out according to ISO GUM- Guides to the expression of uncertainty in 

measurement. Sources of uncertainty in this test were determined as conformity, repeatability, 

recovery and equipment uncertainties. Fishbone analysis was performed for calculation. Experiments 

were repeated by four analysts to find individual uncertainty. Repeatability of results found by these 

analysts was compared by ANOVA test. Relative standard uncertainties were calculated for each 

parameter contributed to total measurement uncertainty. Finally, total measurement uncertainty and 

expanded measurement uncertainty (k=2) were calculated with 95% confidence interval. 
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There are temporary or permanent physical changes depending on time in earth surface. These 

physical changes named as deformation. The magnitude and direction of the deformation effect must 

be measured and controlled. The geodetic deformation network is established to determine the 

deformation movements and the deformation measurements are made. Then, the point coordinates are 

calculated used the free network adjustment. So, the different point coordinates were obtained 

according to measured time. The difference of point coordinate must be test to decide as significant or 

insignificant. Thus, the significance test based hypothesis test can be made. The hypothesis tests 

include four stages. 1) the establishment of the zero-alternative hypothesis, 2) the calculation of the 

test value, 3) the calculation of the able values and 4) the comparison of test and table values.  

In this study, deformation network was established in Toybelen village of Samsun province and the 

deformation measurements were made periodically. The deformation network was consist of 14 

points. This deformation network measured in two periods used the global positioning system. 

Evaluation was made using the Topcon program and point coordinates were obtained. Differences in 

point coordinates received and these differences were significant tested. The program written in the 

matlab program was used for this test. Finally coordinate values compared in two periods and 

movement points have been identified. 

Keywords: Deformation; Hypothesis Tests; Significant Tests. 
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In this study, extreme wind speed for Eskisehir (Turkey) is modelled using the extreme value 

distribution (EVD). The data, obtained from the Turkish State Meteorological Service, consists of the 

daily maximum wind speed for the year 2015. Before modelling the maximum wind speed data, we 

conduct a small Monte Carlo simulation study in order to evaluate the efficiencies of the maximum 

likelihood (ML), Tiku’s [1,2] modified maximum likelihood (MML) , the maximum product spacing 

(MPS) and the Cramer Von Mises (CVM) estimation methods. The results show that the MML 

estimators perform as good as the ML estimators and perform better than the MPS and the CVM 

estimators. Furthermore, the ML, MPS and CVM estimators cannot be obtained explicitly for the 

parameters of EVD. However, the MML estimators are formulated analytically and computed easily 

[3]. We therefore use the MML estimates in the modelling part of the study. In other words, the MML 

estimators are used for fitting the EVD to maximum wind speed data for Eskisehir. 

Keywords: Extreme Value Distribution; Parameter Estimation; Efficiency; Şömodelling. 
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In this study, we proposed a new dimensional reduction method for mixture discriminant analysis. The 

proposed method is compared to traditional methods such as variable selection with F approach, 

principal component analysis and clustering of variables. The results of the simulation study and real 

data set applications are showed that a new dimensional reduction method is a good alternative to 

traditional methods in respect to classification accuracy assessment. 

Keywords: Dimensional Reduction; Classification Accuracy; Mixture Discriminant Analysis. 
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Proficiency tests are needed to compare analysis results produced by different laboratories. By the 

results of proficiency test, each laboratory joining it can check whether their analysis are accurate or 

not. Analysis of anions such as fluoride, chloride and nitrate in water is routinely performed by quality 

control laboratories at State Hydraulic Works in Turkey. Proficiency tests that should be done 

convenient to ISO/IEC 17043:2010 standard are obligatory for quality control laboratories accredited 

to ISO/IEC 17025. Each accredited laboratory should join these tests at least once every four years. In 

this study, an example proficiency test for analysis of anions in water was carried on twenty four 

laboratories. The names of laboratories were kept secret for ethical reasons. In this test, outlier results 

were omitted by Grubbs’ test. Reference values for each anion were found by median of the results. 

Standard score (z-score) calculations were performed for comparison. The results that were │z│≤2 

were classified as acceptable. The other results were classified as unacceptable and these ones were 

rejected by the test.  
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The Weibull distribution is one of widely used probability distributions in many different applications 

and for solving a variety of problems from many different disciplines. Percentile method is one of 

methods used to estimate of parameters of Weibull distribution. The percentile method is commonly 

used parameter estimation method and has some advantages over the other estimation methods as 

easily computable and efficiently in parameter estimation. The effectiveness of the percentile 

estimators depends on the selected percentage point and chosen empirical distribution function. In this 

study, we aimed to determine the appropriate empirical distribution and the percentage points to 

increase the effectiveness of the percentile estimators for Weibull distribution.  
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The R program is a high-level statistical package program that is now popular because it is free 

software. Most researchers need to be aware of the assumption of normality before the analysis they 

are interested in. In this regard, the R program is the first reference for these researchers. There are 18 

different normality tests in the stats, nortest, normtest, moments packages of the current R packages. 

In this study, the speed and accuracy performances of these analyzes were compared with the Monte-

Carlo simulation of 18 different normality tests included in the current packages in the R program. 
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Energy consumption of appliances is becoming a problem day by day. One effect of this is the 

increasing usage of appliances. If the energy consumption of any environment can be estimated, then 

different intervention can be done to reduce unnecessary energy consumptions.  At a previous study, 

different parameters like humidity, temperatures, have been taken from the living room, kitchen, office 

room, laundry room and bathroom using sensors. Data taken from the sensors are transmitted using a 

wireless network. Outside humidity, atmospheric pressure, wind speed, visibility parameters are taken 

from a weather station.  These data are analyzed to estimate energy consumption of a defined building 

[1]. In this study, the discussed data is used for a machine learning to analyze and predict the energy 

consumptions. Long Short-Term Memory (LSTM) which is a Recurrent Neural Network is used in 

this work [2].  The predicted values of this study are compared with the values of the previous work. 

Both output values are analyzed, graphical outputs are discussed and shown. 
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In this study, by using the identity in the study of İşcan et al. [5], we establish general integral 

inequalities for functions whose first derivatives in absolute value at certain powers are quasi-convex. 

It is seen that some of these equalities for different values of n correspond to known inequalities in the 

literature and others are new equalities. Furthermore, it is indicated that these inequalities reduce to 

Hermite-Hadamard inequalities and Bullen type inequalities for n=1 and n=2, respectively. 
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In this paper, the estimation of parameters based on Type-II censored sample from a Weibull 

distribution is obtained by maximum likelihood estimation (MLE) and genetic algorithm. Performance 

of estimates are evalualed in terms of Averages values and mean squared errors of the estimates , 

average number of iterations (AI) needed for convergence. An illustrative example is also presented. 
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Humanity had many necessities since the day it came into existence. They satisfied these necessities 

through the consumption of various goods and services. The consumption expenditures of humans 

have been a subject of interest for many scholars and many studies were conducted in this field. Our 

study examines the consumption expenditures of provinces in Turkey for the years between 2012 and 

2014 based on the Statistical Regional Units Classification-2. The consumption expenditures criteria 

obtained from Turkish Statistics Institute were analyzed with the MCDM methods. The criteria with 

weights below 10% were removed. Then, the provinces in Turkey were clustered by using cluster 

analysis according to 5 criteria. In line with the criteria determined by MCDM methods, it was 

concluded that consumption amount is affected by the spatial neighborhood relations in Turkey. 
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In this study, Gaussian noise elimination has been performed based on the heat equation. The heat 

equation actually shows a low-pass filter behavior. Generally, it contains only the data term. 

Therefore, when noise is removed, blurring appears in the resulting image. In this study, the fidelity 

term has been added to the heat equation in order to preserve the original structure of the given image. 

Namely, when the noise is removed, and at the same time, the blurring in the resulting image is also 

reduced. In the presented method, the noise reduction process is performed by taking into account the 

neighborhood relations of both the Standard Five Points (SFP) and the Diagonal Five Points (DFP) 

Formulas. Here, the noise removal method performed by using with and without the fidelity term has 

been compared based on the two neighborhood conditions. The best results based on the mean square 

error criterion are obtained by using the SFP formula where the fidelity term is taken into account on 

the given image. Since the neighborhood distances in the method using the SFP formula are less than 

the DFP formula, the method using the SFP formula generates better results. The experimental results 

obtained are given in the table below where the standard deviation of Gaussian noise and the number 

of iterations are set to 20 and 150 respectively. In future studies, it is planned to be used a fuzzy based 

noise reduction method in order to generate better results. 

 

 

a) Original image 

 

 

b) Noisy image 

 

 

c)  SFP without fidelity term 

(MSE): 432.964 
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c) SFP with fidelity term  

(MSE): 119.338 

 

d) DFP without fidelity 

term (MSE) : 522.208 

 

e) DFP with fidelity term  

(MSE) : 151.251 

 

Keywords: Heat Equation with Fidelity Term; Gaussian Noise Removal; Standard Five Points 

Formula (SFPF); The Diagonal Five Points Formula (DFPF). 
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In global markets, it is very important to measure the performance of the firms. Multi-criteria decision 

making (MCDM) techniques are very popular for performance measurement task. Although there are 

several methods within MCDM techniques, most of them are based on subjective criteria. Criteria 

Importance Through Intercritera Correlation (CRITIC) method is one of the most useful approach for 

objective decision making [1]. CRITIC method employs based on the covariance matrix of the 

variables. Obviously, CRITIC generates unreliable results when the outliers exist in data set. To 

overcome this problem, we propose a robust approach using Deterministic Minimum Covariance 

Estimator (DETMCD) [2]. Even though the classical MCD estimators do not produce consistent 

results due to the sampling scheme, DETMCD enables to give stable results. The experimental results 

indicate that our approach efficiently achieves the goal of performance measurement in the presence of 

outliers. We conducted the implementations in R software [3]. 
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The most basic problems for the most users of Bayesian approach can determine prior distributions, 

the number of samples, start point of sample, number of burn-in and thinning rates by running Markov 

chain. In this paper, after establishing a Bayesian logistic random effect model that is suitable a real 

medical data and determining the appropriate prior distributions, we have researched whether different 

thinning rates are an effect on convergence diagnostic tests by keeping the number of samples and the 

number of burn in a constant. Firstly, we provide an expository review of Bayesian logistic random 

effect models, MCMC, thinning rate and some diagnostic tests. Consequently, the thinning rate has 

been found to have no effect on the output of the convergence diagnostics and model parameters. 

Thinning rate is seen to be important only for time, memory and .to reduce autocorrelation. 

 

Keywords: Markov Chain Monte Carlo (MCMC); Thinning Rate; Convergence Diagnostic Tests; 

Bayesian Logistic Random Effect Models. 
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 In this study, multi-product, multi-period (MPMP) production planning model was developed 

considering production routes on machines in automotive industry. MPMP production planning 

problems consist of multi products which are processed on machine centers in given time periods. 

Every product has several operations and each operation has to be processed in a specific machine 

center. The operations of each product must be processed in a given order, which is specific for that 

product. In these systems, the main goal is to use efficient utilisation of available capacity of 

machines. For this purpose, the problem was first formulated as mixed integer non-linear 

programming model (MINLP). Because of difficulty to solve optimality, the proposed model was 

reformulated by a mixed-integer linear programming model (MILP) using linearization techniques and 

then solved using via GAMS software. The objective of the problem is to minimize the total cost that 

is composed of operation, inventory holding, and backorder cost during planning horizon. The 

proposed model is capable of optimizing multi-product, multi-period production planning network 

while considering production routes.  

Keywords: MPMP Model; Mixed-Integer Linear Programming Model; Production Planning. 
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Leaf area is an important variable for most stages of plant growth and development such as 

light interception, water and nutrient use, photosynthetic efficiency, respiration, yield 

potential.  For this reason, non-destructive estimation of leaf area saves time as compared 

with geometric measurements. In the creation of accurate leaf area estimation model are 

usually some leaf parameters such as the length and width of leaves. This study was carried 

out to determine the easy, accurate and inexpensive and reliable leaf area estimation model in 

pear by linear measurements of leaf geometry. A model was developed by using six pear 

cultivars of ‘Abate Fetel’,’Carmen’, ‘Decana’, ‘Deveci’, ‘Santa Maria’ and ‘Williams’ grafted 

on BA 29 quince rootstock and by measuring lamina width, length and leaf area. The full 

expanded different sized leaf samples were randomly taken from tree canopy in actively 

growing season (three months; June, July, August) from the six cultivars, randomized 100 

leaves collected from each cultivar and each month period and during 2014 and 2015 growing 

season, i.e. a total of 3,600 leaves. Then, in brief, after a leaf has been placed on a sheet of 

paper and photocopied, a digital planimeter or suitable tool may be used to measure the actual 

leaf area. The leaf width (W) and length (L) of the leaves sampled can be measured by a 

simple ruler. After this, regression analysis of the data were done and a reliable equation were 

developed. The equation developed was found that the relationships between the actual leaf 

area and the predicted leaf area given by the equation developed were significant at a level of 

0.1%. The predicted leaf area (LA) estimation model is: LA =  0.090 + 0.028W + 0.183W2 + 

0.582W*L, r2 = 0.989, where LA is the leaf area. In addition, the model was validated by 

measurements of new leaf areas of other five pear cultivars. As a consequence of this study, 

the developed model can estimate accurately and reliably the leaf area of pears in relevant 

studies without the use of any expensive instruments. 

Keywords: Leaf area; Estimation model; Pear; Pear cultivars 
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Plant leaves and leaf area are an important variable within land ecosystems mainly in relation 

to the interception of solar light and its conversion into biochemical energy. The leaf area can 

be measured by destructive methods based on leaf detachment planimetric, gravimetric, and 

non-destructive methods based on measurements or on imagery – calculation method, 

scanning method, imaging method. Measuring leaf area is time-consuming and costly 

depending on work methods and/or precision. Easy, rapid, accurate, non-destructive 

estimation of plant leaf areas offers researchers reliable and inexpensive alternatives in 

horticultural experiments. Leaf area estimation models were developed in some horticultural 

crops such as strawberry, sweet cherry, chestnut, peach, pear, blackberry, grape, pepper, 

aubergine, tomatoes by Horticulture Department of Ondokuz Mayıs University. These 

improved models can be used in reliably estimation of leaf area of horticultural plants in 

relevant studies such as respiration, transpiration, photosynthesis, light interception, water and 

nutrient use, flowering, fruit set, crop growth, yield, and quality without the use of any 

expensive tools. 

Keywords: Leaf Area; Horticultural Crops; Leaf Area Models; Ondokuz Mayıs University 
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The aim of the cluster analysis is to divide multivariate observations into groups that observations are 

similar. There are many cluster algorithms and the most of these have based on distances between 

multivariate observations. Because of this, traditional clustering algorithms give fallacious results in 

data sets which consist of categorical variables. In this study, we aim to introduce the clustering 

analysis algorithms for categorical attributes and to demonstrate that these algorithms are more useful 

than traditional algorithms in real data sets which consist of categorical attribute. 

Keywords: K means Algorithm; K modes Algorithm; ROCK Algorithm; Categorical Data. 
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Since financial assets are correlated each other, modelling the relations contributes to investors in 

terms of funding accurately. In financial studies, determining dependence structure between variables 

is commonly investigated. Distributions of variables represent key point in specifying relations. For 

instance, ordinary correlation coefficient provides accurate dependence structure if distributions of 

interest variables are normally distributed. However, it is difficult to hold the assumption in actual data 

sets. Financial returns are insufficient to satisfy the assumption of multivariate normality since they 

are often skewed and heavy tailed. Copula is one of method used in modelling dependence structure 

between financial assets. Copula is a function that provides a link between multivariate distribution 

and its univariate marginals. According to Sklar’s theorem (1959) which unearths the presence of 

copulas any n-dimensional joint distribution function can be decomposed to n-margins and a copula. 

This indicates that joint distributions for any variables can be generated via copula irrespective of 

marginal distributions of interest variables. This provides crucial advantage in modelling dependency. 

In this study, for the sake of application, value at risk for given portfolio is estimated by means of 

copula approach. 
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Renewable energy production has experienced rapid growth over the last two decades and this growth 

is likely to continue. Wind energy production contributed a significant share to this expansion and has 

attracted institutional investors. This study examines the efficiency of wind turbines energy 

production. Using non-parametric methodologies, Malmquist productivity index (MPI) based on Data 

Envelopment Analysis (DEA), we decompose the productivity index into technical change and 

technical efficiency components. The results show that electricity losses amount to 37% of the 

maximal producible electricity. Most of these losses are from changing wind conditions, while 8% are 

from turbine errors. 

Keywords: Efficiency; Malmquist Productivity; Wind Turbines; Energy. 
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Data analysis and estimation are required to make accurate predictions for the future. Time series are 

the series that observe the variation in time of a variable and the distribution of observation results 

according to time. In the presence of the trend component in the time series data, Holt Exponential 

Smoothing Method is needed. In this study, the smoothing parameters used in the Holt Exponential 

smoothing method and the initial values of series, the general smoothing, trend smoothing are 

determined by differential development algorithm method. The results obtained with an application 

are compared with other exponential smoothing methods. 
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The purpose of this study is to determine which variables are most important to enter the first hundred 

large industry establishments. In the study, the data of the first 500 large industrial establishments of 

Turkey in the year of 2015 were used.  Machine learning techniques have been used to identify these 

variables.  Machine learning a branch of artificial intelligence, relates the problem of learning from 

data samples to the general consept of the inference. There are two main common types of ML 

methods known as (i) supervised learning and (ii) unsupervised learning. In supervised learning, a 

labelled set of training data is used to estimate or map the input data to the desired output. In contrast, 

under the unsupervised learning methods, no labelled examples are provided and there is no notion of 

the output during the learning process. In this study, we used their  most popular supervised machine 

learning algorithm  which are (Support Vector Machine (SVM), Naïve Bayes and Decision Tree (J48)) 

were selected by literature review and compared with each other by considering accuracy rate. The 10-

fold cross validation was used to calculate the accuracy of the classifiers. 
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Regression is one of the most powerful test technique as long as its hypothesis is included by an 

analysis. Yet those hypothesis may diverge when practiced with real life data. Furthermore 

contradictory values existing in data may result in biased regression predictions. In the cases of the 

data sets can not be distributed normally and/or have outliers, robust regression estimators are needed. 

For that purpose some robust regression techniques have been developed in literature. Suggested 

method is based on artificial neural network (ANN). On the basis of learnability of human brain ANN 

is grounded on a base that machines can also learn, in other words they can produce new knowledge, 

too. Recently, ANN is the underlying reason of many technics from cell phones to finger print 

diagnose systems. In this method the consequences of using different functional forms of the data at 

the educational process of ANN, is researched. There is outlier in current dataset. For that reason by 

using least absolute deviations (LAD) and least median squares (LMS) estimators purposed functions, 

it is targeted to get better results than least squares (LS) estimator. Comparisons are made according to 

MAPE, MdAPE and MSE criterias. 

Keywords: Robust Estimators; Artificial Neural Network 
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Searching; time, workforce, money, equipment-equipment, etc., due to the inadequate precious 

resources of the population to examine the sample with a suitable sampling method works by pulling. 

Success in a given research depends, for example, on how well the population is represented as well as 

possible. Because the results will be generalized to the population. In order to increase our ability to 

represent our population, we need to pay attention to the following points. 

1- The individuals in the population being treated should have equal chance of entering the sample 

(random sample). 

2. The researcher must have sufficient knowledge about the research material. 

3-The degree of representation of the populated population, for example, also depends on its size. 

The optimal sample size is the size of the sample, which we can decide with a certain level of 

confidence, leaving a certain margin of error. There are methods to determine the sample size with the 

aid of prepared graphs (OC curves), ready rulers or formulas. 

In this study, the use of OC curves will be examined in determining the size of the sample in two-

factorial Experiments. Statistical test for a given sample size versus a OC curve II. speak chart of type 

error probability. These curves help the investigator determine the number of repetitions. Thus, the 

trial will be sensitive to significant potential differences in the treatments. 

Keywords:  OC Curves; Size Of Sample; Two-Factorial Experiments. 
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The decision tree is a structure that transforms from very large data sets into smaller data sets by 

applying decision rules to create rules that will provide a statistical significance. The algorithms used 

to provide significance in the decision tree automatically select variables in the new learning period by 

eliminating the worthless variables automatically. 

Decision trees algorithms start with a dependent variable and the application field with arguments that 

will help interpret this dependent variable. Principal algorithms for performing classification in 

decision trees; Id3 algorithm, C4.5 algorithm, C5.0 algorithm, Chaid algorithm, C & rt algorithm, Cal 

5 algorithm, Random forest algorithm, Rotation tree algorithm, Hunt algorithm, Mars, Accelerated 

trees, Sprint, Sliq and Quest [1]. 

The algorithm determines the choice of variable itself in the new learning period by systematically 

removing the variables that do not make meaning. It is aimed to recognize the algorithms used for the 

purpose of this study [2]. 
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Nowadays, biochemistry laboratories have become one of the most important departments of 

hospitals, since they provide evidence to ease the disease identification process with the help of the 

tests they performed. Efficiency of the biochemistry tests are improved in terms of time and reliability 

with new laboratory equipment that are enhanced during last decades. Hence, doctors have begun to 

order biochemistry tests more often to make final decisions about diseases. However, some of the test 

orders are becoming useless with the increased number of test orders. These test orders cause 

considerable financial loss to hospitals and cause loss of time in terms of both laboratories and 

patients. In this study, we have examined all biochemistry test orders made by Emergency Unit of 

Farabi Hospital of Karadeniz Technical University in last three years. We used association analysis 

approaches to calculate the frequency of test order co-occurrence and to identify unnecessary test 

orders.  

We identified many unnecessary test orders using association analysis. Especially, the HbA1C test, 

which is the one of the most powerful indicators of diabetes disease, has been ordered over 400 times 

from Emergency Unit that is considered as a mistake by laboratory experts. Health Practice 

Communique issued by the Ministry of Health suggests that the interval for the successive HbA1C test 

for a diabetic patient should be at least 3 months. In this study, we have also performed time-

dependent frequency analysis for HbA1C test to measure its negative effects on hospital resources. 

The significant increase of health-care costs caused by unnecessary test orders could be reduced by 

identification of the tests that do not contribute to diagnosis and treatment of diseases. Additionally, 

providing effective treatment with the right laboratory orders helps to decrease the patient's 

hospitalization time, per-patient costs and work power loss. 

Keywords: Unnecessary Test Order Identification; Association Analysis; HbA1C. 
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The aim of this study is to compare the robustness of Manova test statistics against Type I error rate 

using the Monte Carlo simulation technique. In the method, numbers are generated according to 

constant and increasing variance for g=3,4,5 group p=3,5,7 dependent variables n=10,30,60 sample 

size using the R. 2160000 numbers have been produced using these combinations. Pillai Trace test 

statistic has been the least deviating from the nominal α =0.05 value. Wilk Lambda and Hotelling-

Lawley Trace test results were close to each other. The researchers can decide according to the 

comparison results of the analysis's suggested decision stage.  

Keywords: MANOVA test statistics; Simulation Study; Monte Carlo 
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Chicken waste contains straw, fertilizer and feather. Turkey is the fourth largest poultry meat exporter 

in the world. It is reported that the number of chickens in Turkey is 266 million in 2013. Poultry 

animals produce approximately 70 kg of waste per animal per year. For this reason, large amounts of 

poultry litter are produced in Turkey as a consequence of the breeding of poultry, and their evaluation 

is an important problem. It is of great importance to develop alternative processes that allow the 

recovery of energy from the waste. One of the most important technologies used for the 

thermochemical processing of poultry litter is pyrolysis. Pyrolysis is the decomposition of substances 

in an inert environment. Pyrolysis kinetic studies are very useful for understanding degradation 

mechanisms, reaction rate and reaction parameters. It can facilitate the design, operation and 

optimization of the operating conditions of the reactors. Distributed Activation Energy Model 

(DAEM) which is based on Gauss distribution of activation energies of simultaneously occurring 

parallel reactions during thermochemical conversion, has been widely applied to analyze complex 

reactions such as combustion or pyrolysis of various materials (ie. coal, biomass or polymers). In this 

study pyrolysis behaviors of chicken waste-sawdust mixtures were investigated using 

thermogravimetric data at different heating rates (10, 20, 30 and 40 ºC / min). The kinetic parameters 

(Es and ko) for the chicken waste-sawdust mixtures pyrolysis process were estimated using the DAEM 

method. Techniques such as FT-IR, proximate and ultimate analysis were preferred for the 

characterization of raw chicken waste-sawdust mixtures [1-3]. 

Keywords: Chicken Waste; Distributed Activation Energy Model (DAEM); Pyrolysis. 
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It keeps getting easier to obtain knowledge in the current state of the world. This increases the number 

of factors that affect a problem that needs to be solved. Thus, the difficulty levelalso increases in every 

extent of the solution methods. As the problem reaches the world standards, it almost becomes 

impossible to find the best solution. Finding the best or best possible solution in several solution 

spaces is a very time-consuming task. This task of researching for the best solutions with the 

determined constraints in mind belongs to the optimization field.  

As computer and software technology advance, the application of optimization methods in health 

sciences has also been increasing. Fast and low-cost solutions to health problems are an important step 

in terms of being able to serve more people. It has gotten harder to obtain fast solutions through classic 

optimization methods. As an alternative to these time-consuming classic methods, a nature-inspired 

meta-heuristic method has started being used for modelling studies. Meta-heuristic methods have 

gained importance among optimizations methods for achieving fast and efficient problem solving. 

The aim of this study is to contribute to a greater understanding of the genetic structure of complex 

illnesses through the use of meta-heuristic methods introduced in this paper.These methods, in general, 

have been evaluated under several groups such as social-based, physics-based, biology-based, swarm-

based, etc. 

Ant Colony Optimization (ACO), one of the swarm-based meta-heuristic methods, has become a 

rising trend and been used in large-scale genetic data studies. In genome-wide association studies 

(GWAS), there are difficulties in calculation due to hundreds of thousands of multiple testing of 

Single Nucleotide Polymorphism (SNP) per individual. Additionally, in this kind of studies, SNP 

numbers, linkage disequilibrium between genes, sample size, and gen x gen interactions should all be 

taken into consideration.  

Ant Colony Optimization (ACO) can be used to find SNP combinations associated with disease in a 

population of thousands of people. 
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Biomass is an important source that has the potential to become a renewable, sustainable and clean 

energy source. In recent years, the use of biomass is increasing to generate energy and reduce CO2 

emissions. Among biomass sources, microalgae are considered as a promising feedstock. As a marine 

biomass, microalgae has several advantages over terrestrial biomass such as; high photosynthesis  

capability, high growth rate, no need for land or fresh water, potential to produce hydrocarbons with 

heating value. The higher heating value (HHV) can be defined as the energy released per unit mass or 

per unit volume of fuel when it is completely burned including the energy contained in the water vapor 

in the exhaust gases. HHV is an important fuel property which defines the energy content of the fuel. 

HHV can be measured with sophisticated experimental apparatus such as oxygen bomb calorimeter. 

However, availability of these equipments is not widespread due to their price and maintenance costs. 

Artificial Neural Networks (ANNs) are widely used to describe complex and non-linear systems that 

are difficult to model using conventional modeling techniques. In this study, a new model was 

developed by artificial neural network method to reduce or eliminate the need for time consuming and 

costly analyzes for determination of HHV values of microalgae species. Ash and ultimate analysis 

value (C%, H%, O%, N%, S%) were selected as input parameters. The model was consisted of 3 

layers; an input layer with 6 inputs, two hidden layers with first one 20, second one 5 neurons and an 

output neuron with 1 neuron (20×25×1). We generated 87 different models. Among them, ANN28 

gave the best results. The prediction results were in a good agreement with the experimental data [1-

5]. 

Keywords: Microalgae; Artificial Neural Network; Higher Heating Value. 

 

References 

[1]Sanchez-Silva, L., López-González, D., Garcia-Minguillan, A.M.,  Valverde,  J.L. 2013. Pyrolysis, 

combustion and gasification characteristics of Nannochloropsisgaditana microalgae, Bioresource 

Technology, 130, 321–331. 

[2]Ceylan S., Kazan D. 2015. Pyrolysis kinetics and thermal characteristics of microalgae 

Nannochloropsisoculata and Tetraselmis sp., Bioresource Technology, 187, 1–5. 

mailto:zeynepyildiz.omu@gmail.com
mailto:harunuzun.omu@gmail.com
mailto:selim.ceylan@omu.edu.tr


 

252 
*Presenter 

[3]Qing X., Xiaoqian M., Zhaosheng Y.,  Zilin C., 2014. A kinetic study on the effects of alkaline 

earth and alkali metal compounds for catalytic pyrolysis of microalgae using thermogravimetry, 

Applied Thermal Engineering, 73, 355-359. 

[4]Ghugare S. B. &Tiwary S. &Elangovan V. &Tambe S. S., 2014. Prediction of Higher Heating 

Value of Solid Biomass Fuels Using Artificial Intelligence Formalisms. Bioenergy Research, 7, 681–

692. 

[5]Buratti C. ,Barbanera M. , Palladino D., 2014. An original tool for checking energy performance and 

certification of buildings by means of Artificial Neural Networks.Applied Energy. 120, 125–132. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

253 
*Presenter 

HEDONIC ANALYSIS OF HOUSING PRICE IN SAMSUN USING ROBUST 

REGRESSION 

 

Emrullah AKYÜZ1* 

1Faculty of Arts and Sciences, Statistics Department, Ondokuz Mayıs University, Samsun, Turkey – 
emrullah647@gmail.com 

Yüksel TERZİ2 

2Faculty of Arts and Sciences, Statistics Department, Ondokuz Mayıs University, Samsun, Turkey – 
yukselt@omu.edu.tr  

 
Hedonic price model is used to investigate the effect of features of a heterogeneous commodity on 

price.  This model assumes that the price of a heterogeneous commodity composes of sum of marginal 

price of each different feature that constructs it. In this study marginal effect of each variable which is 

effective in determining sale price of housing in province of Samsun and the contribution of these 

variables to sale price are searched. In this stage firstly physical and environmental qualities of 

housing and features of housing market are mentioned. Then by means of definitions made related to 

housing, data sets that contain sales prices specified according to features of housing in province of 

Samsun are acquired from “sahibinden.com” website. Using robust regression, data obtained is 

analysed with the help ofexact linear, linear logarithmic, logarithmic linear and exact logarithmic 

modelused in hedonic price model. 

Keywords: Province of Samsun; Housing Price; Hedonic Price Model; Robust Regression. 
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The purpose of this study is to introduce a new approach called Multivariate Adaptive 

Regression Splines for Longitudinal Data, and compare this model to Generalized Estimating 

Equations (GEE) analysis by applying it on longitudinal data. 

In recent years, studies in the health field utilize longitudinal data structure. Longitudinal data 

structure consists of data obtained from a sample case or respondent repeatedly over a period 

of time. Thus, longitudinal data is valuable in health field studies because it eliminates the 

individual differences over time. However, since this data structure contains observations of 

the same sample at different points in time, it also contains autocorrelation structure. GEE 

model is used in order to eliminate this problem. Recently, a new method used for a similar 

purpose as GEE has been devised by Zhang H (1996). This method used for analyzing 

longitudinal and growth curve data is called Multivariate Adaptive Splines for Analysis of 

Longitudinal Data (MASAL). This method is non parametric and also includes the 

multivariate adaptive regression splines (MARS) method. Therefore, MASAL calculates one 

or more knots for all the independent variables included in this model. A freely available data 

set (Hedeker and Gibbons-1997) is used in this study. 413 schizophrenic patients, 101 of 

which are placebo and 312 of which are drug patients, were tested for overall severity of 

illness in weeks beginer,1, 3, and 6.  

MATLAB 6.0 software package has been used for data analysis. GEE analysis results indicate 

that both the duration of treatment (week) and the drugs administered have effects on the 

severity of illness (p<0.001, p<0.001). MASAL model results, contrastingly, only indicate 

that the duration of treatment has an effect on the severity of illness, but the drugs 

administered do not.  

GEE is effective in eliminating autocorrelation. However, MASAL model not only eliminates 

autocorrelation but also is able to evaluate main and interaction effects collectively. MASAL 

is also an important model since it provides the knot values that belong to these effects. 

Keywords: MASAL; GEE;  Longitidunal Data; Autocorrelation. 
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SMEs which   in both developed and developing countries,   rapid adaptation to changing market 

conditions, flexible production structures, balanced growth between regions,  positive effect of 

employment and due to the positive impact of employment and contributions to the opening of new 

business areas, are the basis of economic and social development of countries. 

SMEs, which are small economic units alone, constitute as basis of the economy. Businesses usually start 

as small businesses, then become medium and large businesses in time at country economies. In this 

development and changing process, businesses have to deal with many problems. 

Some of the major problems of SMEs are technological insufficiency, management organisation 

problems, bureaucratic problems, qualified personnel problems, market and marketing problems and 

production problems. 

In this study, production problems in SMEs manufacturing modern stoves in the Central Black Sea 

Region are examined. Within this research, 4 month production process was investigated. The reasons for 

hindering and causing the waiting in production have been determined.  

Results shows that; the biggest factor causing the production hindering is that 70% of the ordered raw and 

supplementary materials are not delivered on time. Then, due to the fact that empty work machines due to 

irregular work load on workstations with 11%.  And 10% was to execution of the qualification element in 

other tasks. 

According to the obtained findings; there are three major reasons to hinder production are inadequate 

qualification workforce and lack of planning with 91%. It is obvious that SMEs will overcome these 

problems only through institutionalization and qualified staff recruitment.  

 

Key Words: SMEs; Process; Production; Planning. 
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The smoking habits vary among people according to several features of the brands. The customer 

views for the smoking habits are usually assessed via classical statistical methods. In this study, we 

used text mining technique to investigate the smoking habits of the smokers. The textual features of 

the smokers are extracted and after that statistical dimension reduction methods are employed. The 

implementation part of the study is performed using R programming language. The results unveil the 

effective factors on smoking habits of the smokers. 
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There is an increasing rate of medical waste formation due to increase in population. 

Estimation of medical waste quantity to be generated in the future is critical in terms of the 

storage, transport or disposal capacity and accomplishment of effective waste management. 

However, due to effect of different parameters on waste formation such as population, bed 

occupancy, gross domestic product (GDP), and number of hospitals etc. a non-linear relation 

is expected. Artificial intelligence tools are widespread and effective methods which have 

capability in revealing complex, non-linear and unknown relationships between input and 

output parameters with high accuracy and success. In this study, medical waste quantity in the 

biggest city of Turkey, Istanbul at 2023 was predicted by using hybrid Genetic Algorithm 

(GA) and Adaptive-Network-Based Fuzzy Inference System (ANFIS). Statistical 

measurements including MAE, RMSE and R2 were used to evaluate performance of applied 

models. GA-ANFIS showed high performance measure values, especially a correlation 

coefficient of 0.99 value of R2 for training and testing, which confirms the good fit of the data. 

Results approved the reliability of GA-ANFIS in problem solving which provides the 

opportunity for relating independent variables to dependent ones non-linearly. In conclusion, 

results of study may help decision makers to develop an effective waste management strategy. 
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Modeling count responses is widely performed via Poisson regression models. This paper covers the 

problem of variable selection in Poisson regression analysis. The basic emphasis of this paper is to 

present usefulness of information complexity based criteria for Poisson regression. Particle swarm 

optimization (PSO) algorithm is adopted to minimize the information criteria. A real dataset example 

and two simulation studies are conducted for highly collinear and lowly correlated datasets. Results 

demonstrate the capability of information complexity type criteria. According to results, information 

complexity type criteria can be effectively used instead of classical criteria in count data modeling via 

PSO algorithm. 

Keywords: Poisson Regression; Variable Selection; Particle Swarm Optimization. 
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It is aimed to determine the level of significance of sectoral financial ratios of the firms which are 

traded in stock exchange during 2016 period. Within the scope of the research, the financial ratios of 

the firms traded in the BIST in the period of 2016 were calculated and the Altman-Z score method was 

used for determining the success and failure of the firms. CHAID analysis technique was applied from 

data mining techniques in determining the importance of financial ratios according to sectoral success 

cases. As a result of the study, the importance ratios of the financial ratios in the sectors have been 

determined. 

Keywords: Financial Ratios; CHAİD, Datamining; Altman Z Score 
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In this study, the risk of developing microvascular complications in diabetic patients was examined. 55 

patients (%2.9) from 1867 patients with diabetes mellitus had microvascular complications. The mean 

age of the patients was 55,70 ± 13,10 (years). It was determined that the HbA1c value of 752 patients 

(%40.3) was 7% and above. The mean HbA1c of the patients was 7,11 ± 1,75 (%).Parameters such as 

HbA1c, fasting blood glucose, and satiety blood glucose are higher in diabetic patients with 

microvascular complications than patients without microvascular complications. Parameters such as 

LDL and cholesterol are lower in diabetic patients with microvascular complications than patients 

without microvascular complications. It was determined that the effect of binary logistic regression 

result sex, HbA1c, LDL and cholesterol level on the risk of microvascular complication according to 

the development of microvascular complication. 
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In the present study, a procedure for copper determination by using flow injection potentiometric 

system (FIA) has been developed. The system was optimized by multivariate method based on two 

level full-factorial experimental design. Three significant parameters, concentration of the carrier 

solution, injection volume and flow-rate were selected. The most excellent performance of the FIA 

system for the determination of copper was obtained. Pharmaceutical samples and water samples were 

analyzed successfully under the optimized conditions. The methodology was validated by analysis of 

certified reference material of waste water.  

Keywords: Multivariate Optimization; Copper Determination; Flow Injection Analysis.  
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Apetala2/ethylene-responsive element binding factor (AP2/ERF) family is among pivotal plant 

specific transcription factors that have crucial roles in regulation of stress-responsive gene expression 

upon exposure to abiotic stress such as high-salt content, drought, temperature fluctuation, disease 

resistance and floral development [1,2]. In this study, we carried out a comprehensive genome-wide 

analysis of AP2 transcription factors in European hazelnut by using RNA-seq data. We identified 76 

AP2 protein-encoding genes by using in silico comparative genomics tools in hazelnut genome. 

Number of amino acids, molecular weight and theoretical pI in AP2 proteins ranged from 74 to 1118, 

8708 to 129623 kDa and 5.08 to 10.21, respectively. Additionally, it was estimated that most of the 

hazelnut AP2 proteins is not stable in a test tube. Based on the in silico miRNA analysis, most of the 

AP2 genes was targeted by miRNA172, important repressor of AP2 genes.  
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Let 𝑙𝑝,𝑤 , 𝑝 ≥ 1 be the set of real sequences 𝑥 = (𝑥𝑘) = (𝑥1, 𝑥2, ⋯ ) such that ∑|𝑥𝑘|𝑝𝑤𝑘 < ∞ 

∞

𝑘=1

 

where 𝑤 = (𝑤𝑘) = (𝑤1, 𝑤2, ⋯ ) and 𝑤𝑘 > 0. In this work, it was shown that 𝑙𝑝,𝑤 weighted Lebesgue  

sequence space is Banach space according to ‖𝑥‖𝑝,𝑤 = (∑|𝑥𝑘|𝑝𝑤𝑘

∞

𝑘=1

)

1
𝑝⁄

 the norm for 𝑥 = (𝑥𝑘) 

 ∈ 𝑙𝑝,𝑤. Furthermore the space 𝑙𝑝,𝑤 was shown seperable space and the geometrical properties such as 

convexity, strictly convex were examined. Thus same inequality obtained. 
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Uniformly Convex. 
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Nonparametric tests are used when the data in multiple independent or dependent groups with 

quantitative data do not have normal distribution or when the data have ordinal scale. In comparison of 

multiple groups, first type margin of error increases when tests which compare groups in two are used. 

Thus, methods which process k number of samples at the same time have been proposed.  

This study is about multiple comparison tests mostly based on ordinal numbers which are 

recommended to be used after nonparametric tests. After Kruskal-Wallis test and Friedman test, which 

are nonparametric tests, when H0 hypotheses which are called null hypothesis are rejected, it is 

necessary to check which of the k number factor levels will have the same effect and which ones will 

have different effects. Multiple comparison methods are used for this purpose.  A choice of suitable 

multiple comparison tests based on the dependency or independency of groups or equal or different 

numbers of observations has been recommended.  
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Some precaution should be taken to increasing the productivity in agriculture satisfied the needs of the 

rapidly growing world population. The productivity reduce in agricultural area because of the 

fragmentation and shareholding. In addition to, these factors cause to difficulties in machine farming 

and increase production costs. Also, the scattered agricultural land is excessively increase the costs of 

investments. Therefore, land consolidation has great importance in terms of increasing agricultural 

productivity. The distribution process is very important step in the land consolidation. This step 

provides to protect of landowners rights and turned the investments from consolidation projects to the 

country economy. The distribution process in Land consolidation can be made different methods as 

operational research techniques, genetic algorithms etc. The distribution process using operational 

research techniques is considered as a transportation problem, which is a special case of linear 

programming. The transportation model is an optimization problem that aims to minimize the costs of 

transportation to demand points from sources. In this study, the solution of distribution process was 

explained using operational research techniques. This solution was taken as the transport problem and 

solved with linear programming. Also, the numerical application was made using real land 

consolidation project data and the methods advantages of selected method were concluded. The 

Matlab and NetCad programs were used in solution of the numerical application.  

Keywords: Land Consolidation; Land Allocation; Operations Research; Linear Programming. 
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The rapid exhaustion of fossil fuel resources and fossil fuel consumption related environmental 

problems such as global warming and release of greenhouse gas emissions are driving the search for 

alternative and renewable energy sources. Biomass is considered as renewable, clean and cheap 

feedstock which can be an alternative to fossil fuels. However, due to low energy content it must be 

utilized with coal. This co-processing lowers the amount of fossil fuel used which reduces its 

environmental effects but also helps economic sustainability. Pyrolysis is a thermochemical 

conversion technic applied by heating materials under intert atmosphere for obtaining liquid, solid and 

gas products. By pyrolysis, low rank coals such as lignite can be valorized. However, the products 

must be improved. In various studies in literature, it is reported that co-pyrolysis of coal and biomass 

will lead to more valuable products. Thus in this study an industrial by biomass product pistachio 

shells were co-pyrolyzed with low rank Elbistan lignite coal with different blend ratios. Samples were 

blended at different blend ratios and analyzed in a thermogravimetric analyzer (TGA) to investigate 

mass loss beahviour with temperature and blend ratio. The mass loss of biomass fuels is a significant 

factor in the techno-economic analysis and subsequent development of bioenergy applications. 

Obtaining the optiumum blend ratio is a diffucult task. Therefore, artificial neural networks (ANN) 

were employed to model coal and pistachio shell co-pyrolysis. The ability of artificial neural networks 

(ANN) to learn from experience rather than from mechanistic descriptions is making them as preferred 

choice to model processes with complicated variable interrelations. Different blend ratios 

(20,40,60,80,100 % (w/w)) and temperature were used as input parameters to predict output 

parameter, mass loss. Different transfer fuctions for hidden and output layers and different number of 

neurons in a hidden layer were tested to optimize the network structure. After training and testing of 

model, we perfomed estimation of the mass loss curve of and untrained sample. The success of the 

application was tested with well known statistical tools such as, MAE, MSE, RMSE, and R2. The 

estimated curve and experimental results were in a good agreement [1-3] 

Keywords: Co-Pyrolysis, Coal, Waste Pistachio Shell, Artificial Neural Network,  
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In this paper, we introduce the ruled surfaces which are called 1 -scroll and 2 -scroll according to the 

Bishop II frame. We compute Gaussian curvature and Mean curvature of these surfaces and obtained 

the necessary conditions for the 1 -scroll and 2 -scroll surfaces to be minimal surface. Finally, we 

give some theorems and results that characterize the curves on these surfaces. 

Keywords: Bishop II Frame; Scroll; Ruled Surface. 
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This study presents an algorithm that computes the intersection curve of two null scrolls in 3-

dimensional Minkowski space. The algorithm reduces the intersection problem to a zero-set finding 

problem for a bivariate function. With the help of this algorithm, some results about the intersection of 

two null scrolls are obtained and these results are illustrated with an example.  

 

Keywords: Null Scroll; Surface Intersection; Minkowski Space. 
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In this study, we examine the problem of finding the properties of  subspaces  of generating spaces 

for timelike ruled surfaces in the n-dimensional Minkowski space 
n

1  by means of derivative 

equations. We define the (k+1)-dimensional timelike ruled surfaces with the timelike generating 

space and state the asymptotic bundle and tangential bundle of this surfaces in generating space. 

Thereafter, considerable characteristic results related to derivative equations are given. 
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Soil salinization is an important worldwide environmental problem, especially in arid and semi-arid 

regions. This study was carried out to estimate soil salinity with artificial neural network (ANN). Five 

different levels of irrigation water salinity (T0 = 0.65; T1 = 2.0; T2 = 4.0; T3 = 6.0 and T4 = 8.0 dS m-1) 

and irrigation water amounts had been used as inputs for this purpose. Datas subdivided in two sets: 

30% of the datas for testing and the remaining 70% of the datas were used for training. Three different 

training algorithms (Levenberg-Marquardt, Resilient Back Propagation and Scaled-Conjugate 

Gradient) were selected. To evaluate the performance of models, the statistical parameters root mean 

square error (RMSE), mean absolute error (MAE) and coefficient of determination (R2) were used. 

Levenberg Marquardt algorithm with multi-layer perceptron (2-8-1) network structure had been gave 

the best results by calculating RMSE, MAE and R2 values in the range 0.09, 0.08 and 0.85 

respectively. These findings have shown that ANN models can be applied to estimate soil salinity. 

Keywords: Artificial Neural Network; Irrigation Water Salinity; Soil Salinity; Training Algorithm 
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Traveling Salesman Problem purposes to find the shortest route, among n cities with known distances 

between each city, where the salesman leaves a city, visits each of the cities exactly once and returns 

back to the starting point. The Traveling Salesman Problem is one of the very important NP-hard 

problems in optimization. It is used in major areas such as distribution, planning and logistics. A 

variety of heuristic and metaheuristic algorithms are available for solving Travelling Salesman 

Problem. In this study, genetic algorithm which is one of the metaheuristic methods was used to solve 

the Traveling Salesman Problem. A genetic algorithm is a metaheuristic inspired by the process of 

natural selection that belongs to the larger class of evolutionary algorithms. Genetic algorithms are 

commonly used to generate high-quality solutions to optimization and search problems by relying on 

bio-inspired operators such as mutation, crossover and selection. A real life application of the study 

was done on a company that sells agrochemicals in Ankara. This company distributes agrochemicals 

to 19 different districts. The routes that the company currently uses and the routes that are found using 

genetic algorithms are compared. As a result, it has been shown that the genetic algorithm gives an 

effective result. 
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Growth models generally have horizontal asymptote. In this study, in addition to some growth models 

with horizontal asymptote, these models were transformed into the growth models with oblique 

asymptote. These models with oblique asymptote were compared with the growth models with 

horizontal asymptote. For this aim, the data set of a Local Layer Hybrid (ATAK-S) in terms of egg 

weights measured at intervals of four weeks between the ages of 24-80 weeks, were used. The results 

obtained from used growth models were given comparatively. 
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Distance learning is also called by various names such as distance learning and distributed learning. It 

is defined as the application of information technology that connects teachers and students in different 

locations with various educational activities[1]. The distance education system is being used more and 

more every day in our country and across the world [2]. Due to it becoming more widespread, many 

universities and institutions are trying to use and develop the distance education system. This research 

was conducted on 261 distance education students studying at Ankara University. The purpose of the 

study is to investigate the effect of subjective norm on the satisfaction of students using the distance 

education system. The subjective norm consist of interpersonal effect and external effect. The data was 

reported using the R program with the utilization of Structural Equation Model Analysis.  According 

to the results of the research, it was seen that the interpersonal and the external effect had a positive 

effect on the satisfaction of the users. 
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Electromyography (EMG) is a signal used to diagnose muscle health during neuromuscular activities. 

The central nervous system is responsible for the activity of the muscle. Therefore, the EMG signals 

are complicated signals depend on the anatomical and physiological properties of the muscles. The 

EMG may contain noise when recorded with electronic devices. The noise of the signal which is 

obtained with degradation of the EMG signal is an important problem for clinical decision. In this 

context, first stage in the signal analysis is noise filtering process.  Kalman Filter is an estimation 

method which uses the previous state of the system, input and output, to predict the next state of the 

system. It is commonly used to solve problems of different engineering. In this study, White Gaussian 

Noise is added to the noiseless EMG signal, and then the noisy EMG signal is cleaned with Kalman 

filter. The results are shown that the Kalman Filter can clean with 45-46% correction rate at noisy 

EMG signals. 

 

Keywords: EMG Signal; Kalman Filter; Signal Processing; White Gaussian Noise. 

 

References     

[1] Çayıroğlu, İ. (2012) Kalman Filtresi ve Bir Programlama Örneği. Fen ve Teknoloji Bilgi Paylaşımı 

,2012-1.  

[2] Papoulis, A. (1965). Probability, Random Variables and Stochastic Processes. McGraw 

Hill 

Book Company. 

[3] Jazwinski, A. H. (1970). Stochastic Processes and Filtering Theory. Acedemic Press 

[4] Li, Z., Guiraud, D., Andreu, D., Benoussaad, M., Fattal, C., Hayashibe, M (2016) Real-time 

estimation of FES-induced joint torque with evoked EMG. Journal Of Neuroengineering And 

Rehabilitation Vol.13, 60 

[5] Misgeld, BJE., Luken, M., Riener, R., Leonhardt, S. (2017)  Observer-Based Human Knee 

Stiffness Estimation IEEE Transactions On Biomedical Engineering Vol.64, 1033-1044 

[6] Anderson, B. D. O. and Moore, J. B. (1979). Optimal Filtering. Prentice Hall. 



 

280 
*Presenter 

[7] Chui, C. K. and Chen, G. (1991). Kalman Filtering with real-time Applications. Springer-

Verlag. 

[8] Janacek, G. and Swift, L. (1993). Time Series forecasting, simulation, applications. Ellis 

Horwood Limited. 

[9] Kalman, R. E. (1960). A new Approach to linear Filtering and Prediction Problems, Journal of 

Basic Engineering, Vol.82, 35-45. 

[10] Nguyen, NH., Dogancay, K. (2017) Improved Pseudolinear Kalman Filter Algorithms for 

Bearings-Only Target Tracking IEEE Transactions On Signal Processing Vol.65, 6119-6134 

[11] Güllü, M.K., E. Yaman, S. Ertürk. (2002) Bulanık denetleç uyumlaması kullanan Kalman filtresi 

ile görüntü stabilizasyonu , Elektrik-Elektronik-Bilgisayar Mühendisliği Sempozyumu, Eleco2002, 

Bursa, 2002 Elektronik Cildi,pp. 1-5 

[12] S. Ertürk, T. J. Dennis,(2000) Image Sequence Stabilisation based on DFT filtering, IEE Proc. on 

Vision, Image, and Signal Processing, 147, (2),  95-102 

[13] Goh, YH., Goh, YL., Lee, YK., Ko, YH.  (2017)  Robust speech recognition system using multi-

parameter bidirectional Kalman filter International Journal Of Speech Technology Vol.20, 455-463 

[14] Raez MB, Hussain MS, Mohd-Yasin F. (2006) Techniques of EMG signal analysis: detection, 

processing, classification and applications. Biol Proced Online. 2006;8:11-35.  

[15] Theodoridis, T. (2011, 07 27). EMG Physical Action Data Set. (09 15, 2017)  UCI Machine 

Learning Repository: “https://archive.ics.uci.edu/ml/datasets/EMG+Physical+Action+Data+Set” 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

281 
*Presenter 

DETERMINING DEPENDENCY BETWEEN GOLD PRICE AND EXCHANGE 

RATE USING COPULA 

 

Emre YILDIRIM1* 
1Faculty of Art and Science, Statistics, Ondokuz Mayıs University, Samsun, Turkey  

emre.yildirim@omu.edu.tr 

 

There exists a large amount of relations among variables. In literature, many methods are used in 

determining dependence structure between variables. In financial time series, MGARCH (Multivariate 

Generalized Autoregressive Conditional Heteroscedasticity) model are commonly used in modelling 

relations among financial assets. Although this method provides robust estimations, satisfying 

assumptions such as multivariate normality is necessary for the method. However, it is difficult to hold 

this assumption in actual data sets. Copula is one of crucial methods used in modelling dependency 

between financial assets. Since satisfying multivariate normality for copula is not necessary, it has 

been widely used as effective tool in modelling dependency recently. Copula is a function that links 

multivariate distribution to its univariate marginals which are uniformly distributed. Since copulas 

allow for different dependence structure such as tail dependency and they are quite flexible in 

modelling dependency, use of copulas has been increased in literature. In this study, for the 

application, dependence structure between gold price and exchange rates is estimated via copula 

approach.  
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Biodiesel is a biofuel has potential to be an alternative to fossil fuels and may replace fossil based 

diesel. Biodiesel production is performed generally by using waste cooking vegetable oils (WCO). 

However, composition and properties of this feedstock varies and significantly affects final product. 

Therefore, to perform an efficient production for a quality product, an appropriate estimation must be 

accomplished for determination characteristic properties of biodiesel. Higher heating value (HHV) is 

one of the main fuel properties which is the amount of heat released by full burning of a fuel. A 

successful estimation of biodiesel HHV before production will help selecting or preparing a suitable 

WCO feedstock. There are various studies reported in literature for determination of different fuel 

properties of biodiesel such as HHV, cetane number, flash point. Artificial neural network technique 

which is an efficient tool for revealing non-lineear and complex releationships between parameters is 

widely applied in previous studies. However, these studies are mainly based on WCO composition use 

it as input parameters. Composition of WCO can be determined by gas chromotography-mass 

spectrometer, which is an expensive tool and not widely available.  In this study, we studied prediction 

of biodiesel HHV by using easily obtainable WCO experimental parameters such as density, viscosity, 

acidity.etc as input parameters. These parameters can be determined with less labor work and widely 

available laboratory apparatus and not time consuming. Model was optimized by determining number 

of hidden layers and neurons by trial and error. Statistical tools R2, RMSE, MAE and MBE were used 

to evaluate prediction accuracy. Results showed that formed ANN model is successful in estimation of 

biodiesel HHV by using feedstock properties. 
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